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Résumé : Ce projet vise a développer un systéeme d’aide au diagnostic médical
basé sur des techniques de machine Learning appliquées a I’imagerie médicale.
En utilisant des algorithmes de Deep Learning tels que le UNet, CNN, et SVM,
le systéme sera capable d’analyser des images médicales provenant de
différentes modalités (IRM, scanner, échographie, etc.) pour détecter et
segmenter automatiquement les zones pathologiques. L’objectif principal est
d’assister les médecins radiologues en fournissant des diagnostics rapides et
précis, tout en réduisant le risque d’erreurs humaines. Le projet inclut plusieurs
étapes, allant de la collecte et la préparation des données d'imagerie, a
I'entrainement et I'évaluation des modeles, jusqu'a leur déploiement dans un
environnement clinique, avec un accent particulier sur I’interprétation des
résultats et I’intégration dans les workflows médicaux existants.

Mot cléé: Diagnostic support system, Machine learning, medical imaging,
Deep learning, UNet, CNN, Segmentation.

Summary: This project aims to develop a diagnostic support system based on
machine learning techniques applied to medical imaging. By utilizing deep
learning algorithms such as UNet, CNN, and SVM, the system will be capable
of analyzing medical images from various modalities (MRI, CT scans,
ultrasound, etc.) to automatically detect and segment pathological areas. The
primary goal is to assist radiologists by providing fast and accurate diagnoses
while reducing the risk of human errors. The project includes several stages,
from data collection and preparation of imaging data to training and evaluating
models, and finally deploying them in a clinical environment, with a particular
focus on interpreting results and integrating them into existing medical
workflows.

Keywords: Diagnostic support system, Machine learning, Medical imaging ,
Deep learning, UNet, CNN, Segmentation.



Introduction Géneérale



L'imagerie médicale est devenue un pilier incontournable de la médecine moderne, permettant
aux professionnels de santé de visualiser I'intérieur du corps humain avec une précision sans
précédent. Elle joue un réle crucial dans le diagnostic, la planification des traitements, et le
suivi des maladies. Avec I'évolution rapide des technologies, l'intelligence artificielle, et en
particulier le machine learning (ML) et le Deep learning (DL), a ouvert de nouvelles
perspectives pour l'analyse automatisée des images médicales. Cette révolution technologique
promet de transformer la maniére dont les diagnostics sont réalisés, rendant les processus plus

rapides, précis, et accessibles.

Ce document explore l'intégration des techniques de ML et DL dans le développement de
systémes de diagnostic en imagerie médicale, en mettant un accent particulier sur
l'architecture UNet. Réparti en trois chapitres, le texte guide le lecteur a travers les
fondements de I'imagerie médicale, les défis actuels, les avancees apportées par I'lA, et enfin,
les étapes pratiques pour concevoir un systeme de diagnostic basé sur UNet. Cette
architecture s'est imposée comme une solution de reférence pour la segmentation d'images,

une tache cruciale dans I'analyse d'images medicales.



CHAPITRE 1

Introduction a I'lmagerie Médicale et aux Systemes
de Diagnostic Basés sur le Machine Learning



CHAPITRE 1 : Introduction a I'magerie Médicale et aux Systéemes de Diagnostic Basés sur
le Machine Learning

Introduction

L'imagerie médicale est une composante essentielle de la médecine moderne,
permettant la visualisation de l'intérieur du corps humain pour le diagnostic, la
surveillance, et le traitement des maladies. Avec l'essor de l'intelligence
artificielle (1A), de nouvelles approches basées sur le machine learning (ML) et
le deep learning (DL) ont été développées pour analyser ces images de maniere
plus précise et efficace. Ce chapitre introduit les concepts fondamentaux de
I'imagerie medicale, les défis associés a I'analyse des images, et le role croissant
du ML et du DL dans I'amélioration des systemes de diagnostic.

1.1 L'Imagerie Médicale : Un Outil Indispensable en Médecine

L'imagerie medicale comprend diverses techniques comme la radiographie,
I'imagerie par résonance magnetique (IRM), la tomodensitomeétrie (CT scan), la
mammaographie, I'échographie, et autres techniques, utilisées pour obtenir des
images détaillées des structures internes du corps. Ces images sont essentielles
pour diagnostiquer des conditions medicales, planifier des interventions
chirurgicales, et surveiller la progression des maladies [1].

Les techniques d'imagerie médicale sont essentielles pour diagnostiquer,
surveiller et traiter diverses conditions médicales. Chacune de ces techniques
offre des informations spécifiques sur l'anatomie et la physiologie du corps
humain.

1.1.1 Les Techniques d'Imagerie Médicale

« Radiographie : Utilisée principalement pour visualiser les os et les
poumons.

by . 3 ¢

Figure 1: Imége d'une radiographie des poumons [2].
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Radiographie (Rayons X)

« Principe : La radiographie utilise des rayons X pour produire des images
des structures internes du corps, en particulier les os. Les rayons X
traversent le corps et sont absorbés a différents degrés par les tissus, en
fonction de leur densité.

« Applications :

o Diagnostic des fractures : La radiographie est la méthode standard
pour détecter les fractures osseuses.

o Imagerie thoracique : Utilisée pour détecter des anomalies
pulmonaires (comme les infections ou les tumeurs) et pour
surveiller des conditions comme la pneumonie.

o Dentisterie : Les rayons X dentaires aident a diagnostiquer les
caries, les infections des racines et les anomalies dentaires.

« Avantages :

o Rapidité et accessibilité : Procédure rapide avec des équipements
largement disponibles.

o Faible colt : Moins colteux par rapport aux autres techniques
d'imagerie.

« Limitations :

o Rayonnement : Exposition aux rayons X, bien que faible, nécessite
des précautions pour limiter les doses, en particulier chez les
enfants et les femmes enceintes.

o Limitation des détails : Moins détaillée pour les tissus mous par
rapport a d'autres techniques comme I'lRM.

Figure 2 : Image de radiographie thoracique montrant les cotes, la colonne vertébrale et
les poumons, avec une petite anomalie visible dans I'un des poumons [3].
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« IRM : Permet de visualiser les tissus mous, comme le cerveau, les
muscles, et les organes internes.

Figure 3 : Image d'une IRM du cerveau d’une coupe sagittale [4].
Imagerie par Résonance Magnétique (IRM)

« Principe : L'IRM utilise un champ magnétique puissant et des ondes
radio pour produire des images detaillées des organes et des tissus
internes. Elle est particulierement efficace pour l'imagerie des tissus
mous.

« Applications :

o Neuroimagerie : Utilisée pour visualiser le cerveau et la moelle
épiniére, diagnostiquer des tumeurs cérébrales, des accidents
vasculaires cérebraux, ou des maladies dégénératives comme la
sclérose en plaques.

o Imagerie musculosquelettique : Evaluation des lésions des
ligaments, des tendons, des muscles et des articulations.

o Imagerie abdominale et pelvienne : Utilisée pour examiner les
organes abdominaux comme le foie, les reins, les intestins et pour
détecter des tumeurs ou des anomalies.

« Avantages:

o Aucune exposition aux radiations : Contrairement aux rayons X
ou CT scan, I'lRM n'utilise pas de radiations ionisantes.

o Excellente résolution des tissus mous : Capacité a distinguer les
différents types de tissus mous avec une grande précision.

« Limitations :

o Codt et disponibilité : L'IRM est plus colteuse et moins accessible
dans certaines régions.
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o Incompatibilité avec les implants métalliques : Les patients avec
des implants métalliques ou des stimulateurs cardiaques peuvent ne
pas étre éligibles.

o Durée de I'examen : L'IRM peut prendre plus de temps, ce qui
peut étre inconfortable pour certains patients.

Figure 4 : Image montre les structures cérébrales avec des deétails fins, y compris une
petite Iésion visible dans I'un des hémispheres [5].

« Tomodensitométrie (CT scan) : Offre des images en coupe transversale
du corps, utile pour examiner les anomalies internes.

Figure 5 : Image CT d'une coupe transversale du torse [6].



CHAPITRE 1 : Introduction a I'lmagerie Médicale et aux Systemes de Diagnostic Basés sur
le Machine Learning

Tomodensitométrie (CT Scan)

« Principe : La tomodensitométrie utilise des rayons X pour prendre des
images sous différents angles, qu'un ordinateur traite ensuite pour
produire des images en coupe transversale du corps.

« Applications :

o Imagerie des traumatismes : Utilisée pour évaluer les Iésions
internes apres un traumatisme, comme les hémorragies cérébrales
ou les lésions des organes internes.

o Diagnostic des cancers : Capable de détecter les tumeurs et de
déterminer leur taille, leur forme et leur emplacement.

o Imagerie des maladies cardiovasculaires : Utilisée pour
visualiser les vaisseaux sanguins, détecter les anévrismes et evaluer
la santé cardiaque.

« Avantages :

o Rapidité : Les scans sont rapides, ce qui est crucial dans les
situations d'urgence.

o Détails des os et des tissus mous : Fournit des images tres
deétaillées des structures osseuses et des tissus mous.

« Limitations :

o Exposition aux radiations : Utilise des doses de radiation plus
élevées que la radiographie standard, nécessitant une gestion
prudente pour minimiser l'exposition.

o Codt : Plus colteux que la radiographie, mais souvent moins que
I'IRM.

Figure 6 : Image d’une CT scan thoracique montrant les poumons, le ceeur, et les
structures osseuses, avec une possible anomalie visible [7].
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« Echographie : Utilisée pour visualiser les organes internes et surveiller
les grossesses.

Figure 7 : Image d'une échographie abdominale et rénale [8].

Echographie (Ultrason)

« Principe : L'echographie utilise des ondes sonores a haute fréquence pour
créer des images des structures internes du corps en captant les échos
produits par les tissus.

« Applications :

o

Imagerie obstétricale : Couramment utilisee pour surveiller la
grossesse, évaluer le développement du feetus, et déterminer le
sexe.

Imagerie abdominale : Utilisée pour examiner les organes
abdominaux, détecter des calculs biliaires, des anomalies renales,
ou des masses hépatiques.

Echocardiographie : Utilisée pour visualiser le cceur, évaluer ses
structures et sa fonction, et diagnostiquer des maladies cardiaques.
Imagerie des tissus mous : Utilisée pour évaluer les masses
superficielles comme les ganglions lymphatiques ou les Iésions des
tendons.

« Avantages:

O

Aucune exposition aux radiations : Sécuritaire pour toutes les
tranches d'age, y compris les femmes enceintes.

Portabilité : Les machines a ultrasons sont généralement portables,
permettant leur utilisation au chevet du patient.

Cout : Genéralement moins codteux que I'IRM et le CT scan.
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« Limitations :
o Résolution limitée : Moins détaillée que I''RM ou le CT scan, en
particulier pour les structures profondes ou obscurcies par l'air ou
I'os.
o Dépendance de I'opérateur : La qualité des images dépend
beaucoup de I'expérience de I'opérateur.

Figure 8 : Image d’une échographie montrant une vue transverse de 'abdomen, avec
des organes internes visibles et une possible anomalie [9].

« Mammographie : (ou mastographie) est un examen radiologique des
seins. Il permet d’obtenir des images de I’intéricur du sein a 1’aide de
rayons X et de réveler ainsi des petites tumeurs qui ne sont pas toujours
détectables par la seule palpation des seins.

Figure 9 : Clichés mammographie de face et oblique [10].
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Mammographie

« Principe : La mammographie est une technique spécifique de
radiographie utilisée pour examiner les tissus mammaires. Elle utilise des
rayons X a faible dose pour capturer des images des seins, principalement
pour le dépistage et le diagnostic du cancer du sein.

« Applications :

o

Dépistage du cancer du sein : Utilisée pour détecter de maniére
precoce des anomalies dans les seins, comme des
microcalcifications ou des masses suspectes, méme avant
I'apparition des symptomes.

Diagnostic : Lorsqu'une anomalie est détectee, la mammographie
est utilisée pour évaluer la nature de cette anomalie (maligne ou
bénigne) et planifier une biopsie si nécessaire.

Suivi apres traitement : Pour surveiller les patientes ayant eu un
cancer du sein, afin de detecter toute recidive.

« Avantages :

o

Précision dans le dépistage précoce : La mammaographie est I'une
des méthodes les plus efficaces pour détecter le cancer du sein a un
stade précoce, augmentant ainsi les chances de succés du
traitement.

Standardise : C'est une technique bien établie avec des protocoles
standardisés pour l'interprétation des images.

« Limitations :

o

Rayonnement : Bien que la dose soit faible, il y a une exposition
aux rayons X, ce qui limite la fréquence des examens.

Sensibilite : Peut parfois manquer certaines tumeurs (faux
négatifs), en particulier chez les femmes ayant des seins denses, ou
détecter des anomalies non cancéreuses (faux positifs), ce qui peut
entrainer des tests supplémentaires.

Inconfort : Le processus peut étre inconfortable pour certaines
femmes en raison de la compression des seins nécessaire pour
obtenir des images claires.
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Figure 10 : Image de mammographie qui montre une vue détaillée du tissu mammaire,
avec une structure interne visible, y compris une petite masse ou calcification possible

[11].

1.1.2 Defis de I'Analyse des Images Medicales

L'analyse des images médicales pose plusieurs defis, tels que la variabilité des
images due aux différences inter-patients, le bruit et les artefacts dans les
images, et la nécessité d'une expertise humaine pour interpréter correctement les
résultats. Ces défis rendent I'automatisation de I'analyse des images un domaine
de recherche active, ou le ML et le DL jouent un role crucial.

Variabilité Inter-Patients : La variabilité entre les patients peut avoir un
impact significatif sur l'analyse des images medicales. Chaque individu
présente des différences uniques dans la structure et la composition de ses
tissus, ce qui peut compliquer le diagnostic automatisé. Les solutions
proposees pour surmonter ces défis incluent I'adaptation des modeles
danalyse aux particularités individuelles et l'utilisation de techniques de
normalisation pour améliorer la précision des résultats [12].

Bruit et Artefacts : Les images médicales peuvent étre affectées par
divers types de bruit et d'artefacts, tels que les artefacts de mouvement, les
bruits de fond, et les imperfections de I'équipement. Pour minimiser leur
impact, plusieurs techniques peuvent étre employees, comme le filtrage

10
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numérique, la correction de mouvement, et I'amelioration de la qualité de
I'image a l'aide d'algorithmes avancés [13], [14].

. Interprétation Humaine : Malgré les avancées technologiques, le réle
des experts humains dans l'interprétation des images reste crucial. Les
radiologues et autres professionnels de santé doivent souvent faire face a
des défis tels que la subjectivité dans I'analyse et la gestion de grandes
quantités de données. L'intégration des outils d'lA peut les aider, mais le
jugement clinique humain reste indispensable pour confirmer les
diagnostics et prendre des décisions éclairées.

1.2 Comparaison de I’AI avec ML et DL

Pour comprendre la relation entre le Deep Learning (DL), le Machine Learning
(ML) et l'intelligence artificielle (1A), il est utile de les imaginer comme des
sous-ensembles imbriqués, ou I'lA englobe le ML, et le ML englobe a son tour
le DL.

Artificial Intelligence

Machine Learning

Deep Learning

Figure 11 : La relation entre I’intelligence artificielle, ’apprentissage automatique et
I’apprentissage profond [15].

1.2.1.1 Intelligence Artificielle (1A)

. Définition : L'intelligence artificielle est le domaine de I'informatique qui
vise a créer des systemes capables de réaliser des taches necessitant
normalement une intelligence humaine. Cela inclut des domaines comme
la reconnaissance vocale, la vision par ordinateur, la prise de décision, la
traduction automatique, etc.

11
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Techniques : L'IA englobe une large gamme de techniques, dont les
systemes experts, la logique floue, les algorithmes génétiques, les agents
intelligents, ainsi que le Machine Learning.

1.2.1.2 Machine Learning (ML)

Définition : Le Machine Learning est une sous-catégorie de I'lA qui se
concentre sur le développement d'algorithmes permettant aux machines
d'apprendre a partir des données et de s'ameliorer avec l'expérience. Plut6t
gue d'étre explicitement programmés pour une tache, les systemes de ML
sont "entrainés" sur des ensembles de données pour apprendre a effectuer
des prédictions ou a prendre des décisions.

Approches : Les approches de ML incluent les algorithmes supervisés
(ou l'algorithme apprend a partir d'exemples étiquetés), non supervises (ou
I'algorithme découvre des structures dans les données sans étiquettes), et
semi-supervisés. Le ML couvre aussi des techniques comme les arbres de
décision, les foréts aléatoires, les machines a vecteurs de support (SVM),
et les réseaux de neurones artificiels (ANN).

1.2.1.3 Deep Learning (DL)

Définition : Le Deep Learning est une sous-catégorie du Machine
Learning qui se distingue par l'utilisation de réseaux de neurones
artificiels a plusieurs couches (d'ou le terme "Deep"” ou "profond"”). Ces
réseaux sont capables de modéliser des représentations hiérarchiques des
données, ce qui les rend particulierement efficaces pour traiter des
données complexes et non structurées, comme les images, les sons, et le
texte.

Caractéristiques :

o Reéseaux de neurones : Le DL utilise des architectures de réseaux
de neurones avancées, comme les reseaux de neurones
convolutionnels (CNN) pour l'analyse d'images, les réseaux de
neurones récurrents (RNN) pour le traitement du langage naturel, et
les réseaux génératifs adverses (GAN) pour la génération de
données.

o Autonomie d'apprentissage : Contrairement a certaines
techniques de ML traditionnelles, les modeles de DL peuvent
automatiquement apprendre des caractéristiques pertinentes
directement a partir des données brutes, réduisant ainsi le besoin
d'intervention humaine pour la sélection des caracteristiques.

12
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1.2.1.4 Comparaison et Relations

« Complexité et Flexibilité :

o

IA : Englobe toutes les méthodes permettant de doter les machines
d'une forme d'intelligence, du plus simple au plus complexe.

ML : Un sous-ensemble de I'lA qui apprend a partir de données. Le
ML est plus flexible et adaptable que les systéemes experts
traditionnels d'lA.

DL : Une approche spécifiqgue du ML, particulierement puissante
pour les taches impliquant des données volumineuses et complexes,
nécessitant peu ou pas de pré-traitement des données.

« Données et Calcul :

o

IA et ML : Le ML nécessite souvent des volumes de données
Importants, mais peut fonctionner avec des ensembles de données
plus petits que le DL. Le ML peut aussi nécessiter moins de
puissance de calcul.

DL : Nécessite de vastes quantités de données et de ressources de
calcul (notamment des GPU) pour entrainer des modeles efficaces.
Les réseaux de DL sont plus gourmands en données et en calcul
que les techniques de ML plus traditionnelles.

« Interprétabilité :

o

ML : Certains algorithmes de ML, comme les arbres de decision,
offrent une meilleure interprétabilité des résultats, ce qui permet de
comprendre facilement les décisions prises par le modéle.

DL : Les modeles de DL, bien que trés performants, sont souvent
considerés comme des "boites noires™ en raison de la complexité
des réseaux de neurones, rendant l'interprétation des décisions plus
difficile.

1.2.1.5 Résumé

« 1A est le domaine général qui cherche a doter les machines d'intelligence.

« ML est une méthode de realisation de I'lA, en permettant aux machines
d'apprendre a partir de données.

« DL est un type spécifique de ML qui utilise des réseaux de neurones
profonds pour résoudre des problemes complexes, souvent avec des
résultats supérieurs, mais au prix d'une plus grande complexiteé.

Chaque niveau (1A, ML, DL) représente un raffinement du précédent, offrant
des capacités de plus en plus sophistiquées et spécialisées pour résoudre des
problemes variés, y compris dans le domaine du diagnostic médical.

13
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1.2.2 Le Machine Learning et le Deep Learning dans le Diagnostic Médical

Le ML et le DL ont révolutionné l'analyse des images médicales en offrant des
outils pour automatiser la détection, la segmentation, et la classification des
anomalies dans les images. Le Machine Learning (ML) et le Deep Learning
(DL) sont deux sous-domaines de l'intelligence artificielle (1A) qui jouent un
role crucial dans le diagnostic médical en automatisant et en améliorant le
processus d'analyse des données de santé.
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Figure 12 : L’analyse d’une image par intelligence artificielle (1A) [16].

Principes du Machine Learning : Cette section explique en détail les
algorithmes de machine Learning (ML utilisés en imagerie medicale. Par
exemple, les foréts aléatoires sont des ensembles d'arbres décisionnels qui
offrent des prédictions robustes en combinant les résultats de plusieurs
arbres. Les machines a vecteurs de support (SVM) sont également
couramment utilisées pour classifier les images en trouvant la frontiere
optimale entre différentes classes. Chacun de ces algorithmes a ses
propres avantages et est choisi en fonction des besoins spécifiques de
I'analyse d'images.

Principes du Deep Learning : Le Deep Learning repose sur des réseaux
de neurones convolutifs (CNN), qui sont particulierement efficaces pour
traiter les images. Les CNN utilisent des couches de convolutions pour
extraire des caractéristiques pertinentes des images, ce qui permet une
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analyse approfondie. Parmi les architectures populaires, on trouve les
réseaux comme AlexNet, VGG, et ResNet, qui ont montré des
performances exceptionnelles dans la classification et la segmentation
d'images médicales. L'application des CNN en imagerie médicale a
conduit a des avancées significatives dans la détection et l'interprétation
des anomalies.

« Comparaison ML et DL : Chaque approche a ses avantages et ses
inconvénients. Le machine learning traditionnel, comme les foréts
aléatoires et les SVM, peut étre plus facile a mettre en ceuvre et a
interpréter, mais il peut nécessiter une extraction manuelle des
caractéristiques et peut ne pas capturer les nuances complexes des images.
En revanche, le Deep Learning, avec ses CNN, offre une capacité
d'apprentissage automatique de caractéristiques complexes directement a
partir des données, ce qui peut ameliorer la précision des diagnostics.
Cependant, il requiert souvent des ensembles de données plus vastes et
plus variés, ainsi que des ressources computationnelles importantes. Des
exemples concrets illustreront ces différences, montrant quand il est
préférable d'utiliser chaque approche.

1.2.3 Machine Learning (ML) en Imagerie Médicale

Le ML utilise des algorithmes pour apprendre des caractéristiques spécifiques
des images médicales, permettant la classification automatique des images ou la
détection de motifs anormaux. Les approches traditionnelles de ML reposent sur
I'extraction manuelle de caractéristiques suivie de l'application d'algorithmes de
classification.

Le Machine Learning est une branche de lintelligence artificielle qui se
concentre sur la creation de systéemes capables d'apprendre a partir des données.
Dans le diagnostic médical, les algorithmes de ML sont entrainés a partir de
vastes ensembles de données medicales (comme les dossiers patients, les images
médicales, les résultats de tests) pour reconnaitre des schémas et faire des
prédictions. Par exemple :

« Classification des donnees : Le ML est utilisé pour classer les patients en
fonction du risque de maladies, comme le cancer ou le diabéte, en
analysant leurs antécédents médicaux, leurs symptomes, et dautres
données pertinentes.

« Prédiction des résultats : Il peut prédire I'évolution d'une maladie ou
I'efficacité d'un traitement spécifique en se basant sur des modeles appris
a partir de donnees historiques.
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1.2.4 Deep Learning (DL) en Imagerie Médicale

Le DL, en particulier les réseaux de neurones convolutifs (CNNSs), a permis de
surpasser les techniques traditionnelles de ML en automatisant I'extraction des
caractéristiques a partir des données brutes. Le DL est particulierement efficace
pour les taches de segmentation et de classification, qui sont cruciales en
imagerie medicale.

Le Deep Learning est une sous-catégorie du Machine Learning qui utilise des
réseaux de neurones artificiels profonds, souvent composés de plusieurs
couches, pour traiter des données complexes. Le DL est particulierement
puissant pour I'analyse des données non structurées, comme les images, les sons,
et les textes. Dans le diagnostic médical :

o Analyse des images médicales : Les réseaux de neurones
convolutionnels (CNN), une architecture couramment utilisée en DL, sont
capables d'analyser les radiographies, IRM, et autres images pour détecter
des anomalies comme des tumeurs, fractures ou autres pathologies.

« Segmentation et détection : Des modeles comme UNet sont utilises pour
segmenter des images médicales, permettant ainsi de délimiter avec
précision des regions d'intérét, telles que des tissus malades, ce qui est
essentiel pour le diagnostic et la planification du traitement.

1.2.5 Applications dans I'Imagerie Médicale

« Détection de maladies : Les modeles de ML et DL, en particulier les
réseaux de neurones convolutionnels (CNN), sont utilisés pour analyser
les images médicales (comme les radiographies, les IRM, et les
tomodensitogrammes) pour détecter des anomalies comme les tumeurs,
les fractures ou les signes de maladies chroniques.

16



CHAPITRE 1 : Introduction a I'magerie Médicale et aux Systéemes de Diagnostic Basés sur
le Machine Learning

Vectorised Feature Maps

Input Image Feature Maps Pooling Window
Pooled Feature  Feature Maps '.
e rowe 0@
e . o Maps — s '
‘ ’\\ o— oureurt
Filter l ’ | ’
Convolution and Pool Pooling
AR o Convolution and Vectorisation
Activation
Input Layer Convolutional Layer Giilionar Latias Fully E:y"e"r“ted

Figure 13 : Schéma général de principe de fonctionnement d’'un réseau de neurones
convolutifs [17].

« Segmentation des images : Des architectures comme UNet sont
couramment utilisées pour segmenter les images médicales, ce qui permet
de delimiter précisement les régions d'intérét, comme les tissus tumoraux
ou les organes spécifiques.

« Classification des images : Les algorithmes de DL sont également
utilises pour classer les images en fonction des pathologies qu'elles
présentent. Par exemple, différencier les tumeurs benignes des tumeurs
malignes.

1.2.6 La segmentation d'image : est un processus clé en vision par ordinateur,
qui consiste a diviser une image en plusieurs segments ou régions significatives,
souvent en fonction des objets ou des structures qu'elle contient. VVoici comment
cela fonctionne en général :

1.2.6.1 Preétraitement de I'image :

Avant d'effectuer la segmentation proprement dite, I'image subit souvent un
prétraitement pour améliorer la qualité visuelle et les caractéristiques des
éléments a segmenter. Cela peut inclure :

« Filtrage : pour réduire le bruit (ex : flou gaussien).
« Ajustement des contrastes : pour mieux distinguer les objets de l'arriere-
plan.
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1.2.6.2 Méthodes de segmentation :

Plusieurs techniques peuvent étre utilisées, en fonction du type d'image et des
objectifs du projet.

Segmentation par seuillage :

o |l s'agit de la méthode la plus simple, ou un seuil de pixel est défini
pour separer les différentes parties de I'image. Par exemple, tous les
pixels dont l'intensité est supérieure a un certain seuil seront
considérés comme faisant partie d'un objet, tandis que les autres
appartiendront a l'arriere-plan.

o Il peut étre global (un seul seuil pour toute I'image) ou adaptatif
(différents seuils en fonction des regions).

Segmentation par croissance de régions :

o Cette methode part d'un ou plusieurs points (appelés graines) dans
I'image et étend progressivement les régions en fonction de la
similarité des pixels voisins (couleur, texture).

o Elle est efficace pour segmenter des régions ayant des
caractéristiqgues homogeénes.

Segmentation par contours (Edge-based) :

o Cette methode détecte les bords (contours) des objets en utilisant
des algorithmes comme Canny ou Sobel. Une fois les bords
identifiés, ils servent de délimitation pour les segments.

Segmentation par clustering (K-means, Mean Shift) :

o Les méthodes de clustering regroupent les pixels ayant des
caractéristiques similaires (intensité, couleur) en clusters. Chaque
cluster correspond a un segment. Par exemple, l'algorithme K-
means partitionne les pixels en k groupes en minimisant la variance
intra-cluster.

Segmentation basée sur les graphes :

o Cette methode modélise I'image comme un graphe, ou les pixels ou
régions sont des nceuds connectés par des arétes. Des algorithmes
comme Graph Cut découpent le graphe pour séparer les segments.

Segmentation par réseaux de neurones (Deep Learning) :

o Les techniques de deep learning, et en particulier les architectures
comme UNet, Mask R-CNN ou FCN (Fully Convolutional
Networks), permettent de réaliser une segmentation précise en
apprenant a identifier les objets a partir d'exemples annotés.

o Ces réseaux peuvent segmenter des objets complexes et variés
grace a leur capacité a apprendre des caractéristiques spatiales et
contextuelles sur les images.
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1.2.6.3 Post-traitement :

Aprés la segmentation, des techniques peuvent étre appliquées pour améliorer la
qualité des segments. Par exemple :

« Lissage des bords : pour adoucir les contours.

« [Fusion de petits segments : pour éviter un sur-segmentation.

« Morphologie mathématique : opérations comme I'érosion ou la
dilatation pour affiner les formes segmentées.

Exemple : Segmentation avec UNet

Dans une approche avec UNet, une image entre dans un réseau convolutif en
plusieurs étapes :

« Contracting path : L'image passe par plusieurs convolutions pour
extraire les caractéristiques importantes, tout en réduisant la taille des
Images intermédiaires.

« Expanding path : Les informations extraites sont ensuite utilisées pour
reconstruire I'image segmentée, en associant les caractéristiques a des
parties précises de I'image originale.

Le résultat final est une carte de segmentation, ou chaque pixel est assigné a
une classe spécifique (par exemple : tumeur, tissu sain).

1.2.7 Analyse des Données de Santé

« Preédiction des maladies : En utilisant des ensembles de données massifs,
les modeles de ML peuvent prédire la probabilité qu'un patient développe
certaines maladies, comme le diabete ou les maladies cardiovasculaires,
en se basant sur des données déemographiques, des antécédents médicaux
et d'autres facteurs de risque.

« Personnalisation des traitements : Les algorithmes peuvent analyser les
caractéristiques génetiques des patients pour recommander des traitements
personnalisés, améliorant ainsi I'efficacité des soins.

1.2.8 Assistance aux Médecins

« Support décisionnel : Les systemes basés sur l'intelligence artificielle
peuvent assister les medecins en fournissant des secondes opinions, en

19



CHAPITRE 1 : Introduction a I'lmagerie Médicale et aux Systemes de Diagnostic Basés sur

le Machine Learning

identifiant des diagnostics potentiels ou en recommandant des examens
complémentaires.

Réduction des erreurs : En analysant les données médicales de maniére
exhaustive, les systemes de ML et DL peuvent aider a réduire les erreurs
de diagnostic, en identifiant des anomalies qui pourraient étre manquées
par un ceil humain.

1.2.9 Défis et Limites

Qualité des données : Les modeles de ML/DL nécessitent des données
de haute qualitée. Les erreurs dans les annotations des données
d'apprentissage peuvent entrainer des biais ou des diagnostics incorrects.
Interprétabilité : Les modeles de DL, bien que performants, sont souvent
considerés comme des "boites noires™, ce qui pose un défi pour expliquer
les décisions prises par ces systemes.

Réglementation et éthique : L'utilisation de I''A dans le diagnostic
médical souléve des questions ethiques, notamment en ce qui concerne la
confidentialité des donnees des patients et la responsabilite en cas de
diagnostic errone.

1.2.10 Réle dans le Diagnostic Médical

Dans le diagnostic medical, le ML et le DL sont utilisés pour :

Automatiser I'analyse des données médicales : Reduisant ainsi la
charge de travail des professionnels de santé et minimisant le risque
d'erreurs humaines.

Améliorer la preécision des diagnostics : En fournissant des analyses
basées sur de grandes quantités de données, parfois avec une précision
supérieure a celle des experts humains.

Accélérer les processus de diagnostic : Permettant des interventions plus
rapides et plus efficaces, ce qui est crucial dans les situations d'urgence.

1.2.10 Exemples Concrets

Détection du cancer du sein : Des algorithmes de DL ont été développés
pour analyser les mammographies avec une précision parfois supérieure a
celle des radiologues humains.

Diagnostique des maladies oculaires : Les modeles de ML sont utilisés
pour détecter la rétinopathie diabétique en analysant des images
rétiniennes.
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« Analyse des électrocardiogrammes (ECG) : Le ML est utilisé pour
détecter des anomalies cardiaques comme la fibrillation auriculaire, en
analysant des signaux ECG.

1.3 Les Systemes de Diagnostic Basés sur le ML et le DL

Les systéemes de diagnostic basés sur le ML et le DL sont congus pour assister
les cliniciens dans l'interprétation des images médicales. Ces systemes peuvent
réduire le temps de diagnostic, augmenter la précision des résultats, et fournir
une aide precieuse dans les environnements ou l'expertise médicale est limitée.

1.3.1 La classification des images

La classification des images consiste a répartir systématiquement des images
selon des classes etablies au préalable. Classer une image c’est le fait de lui
correspondre une classe marquant sa parenté avec d’autres images. La
classification joue un réle important dans toutes les sciences et techniques qui
font appel a la statistique multidimensionnelle.

La classification automatique des images consiste a attribuer automatiquement
une classe a une image a I’aide d’un systeme de classification sans intervention
humaine. On retrouve ainsi la classification d’objets, de scenes, de textures, la
reconnaissance de visages, d’empreintes digitales et de caracteres [18].

1.3.2 Objectif

L’objectif de la classification d’images est d’élaborer un systéme capable
d’affecter une classe automatiquement a une image comme par exemple (classe
animaux, classe humaine, classe transport,...etc.). Ainsi, ce Systeme permet
d’effectuer une tache d’expertise qui peut s’avérer codteuse a acquérir pour un
étre humain en raison notamment de contraintes physiques comme la
concentration, la fatigue ou le temps nécessaire a un volume important de
données images.

1.3.3 Les différentes méthodes de classification et d’apprentissage

Il existe deux principaux types d’apprentissage : 1I’apprentissage supervise et
I’apprentissage non-supervisé. Dans 1’approche supervisée, chaque image est
associée a une étiquette qui décrit sa classe d’appartenance. Dans 1I’approche
non supervisee les données disponibles ne possédent pas d’étiquettes [19].

« Meéthodes supervisées
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L’apprentissage supervisé permet aux utilisateurs de préciser les classes
voulues selon les besoins spécifiques de 1’application. Il utilise une base
de données d’apprentissage dans laquelle chague donnée est étiquetée
manuellement avec sa classe correspondante. L’obtention d’un classifier
performant nécessite 1’étiquetage manuel d’un nombre suffisamment
grand de données pour chacune des classes, ce qui s’avere étre colteux.
Les méthodes d’apprentissage supervisé se donnent alors comme objectif
géneral de construire un modéle a partir de la base d’apprentissage, ou
fonctions de classement. Une telle fonction permet, a partir de la
description d’un objet, de reconnaitre un attribut particulier caractérisant
la classe [19].
« Meéthodes non supervisées

L’apprentissage non supervisé ne nécessite pas 1’étiquetage des données
de la base d’apprentissage. Ce type d’apprentissage peut étre utilis€¢ pour
découvrir des clusters formés par I’ensemble des données. Il s’agit de
partitionner les instances en differents ensembles homogenes (clusters)
tels que (i) les instances d’un méme cluster partagent des caractéristiques
communes qui correspondent a des critéres de proximité que 1’on définit
le plus souvent grédce a des mesures de distance entre les paires
d’instances, et (ii) les instances appartenant a des clusters différents soient
differenciées (eloignées).

o Meéthode de ’apprentissage par renforcement
L’apprentissage par renforcement est une méthode d’apprentissage
automatique ou un agent apprend a effectuer des taches dans un
environnement incertain en maximisant une récompense cumulative.
L’agent, a travers des essais et erreurs, decouvre les actions qui
augmentent sa récompense, souvent représentée par un signal numérique.
I n’est pas guidé par des instructions explicites mais par des
consequences de ses actions, ajustant sa stratégie pour atteindre 1’objectif
désiré. Cette methode est particulierement efficace pour les problemes ou
la prise de décision séquentielle est cruciale, comme dans les jeux, la

navigation de robots, ou la gestion de ressources.
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1.3.4 Avantages des Systéemes de Diagnostic Basés sur I'lA

Précision accrue : Les modéles DL peuvent surpasser les humains dans
la détection de certaines anomalies.

Vitesse : Les systéemes automatisés peuvent analyser les images beaucoup
plus rapidement que les humains.

Consistance : Les modeles ML et DL offrent des résultats cohérents,
réduisant la variabilité inter-observateur.

1.3.5 Limites et Défis Actuels

Besoin de grandes quantités de données : Le DL nécessite de grandes
guantités de données annotees pour entrainer des modeles efficaces.
Interprétabilité : Les modéles DL sont souvent percus comme des
"boites noires”, ce qui pose des défis pour leur adoption en milieu
clinique.

Intégration clinique : L'intégration des systemes basés sur I'lA dans les
flux de travail cliniques existants reste un defi majeur.

1.4 Systemes de Diagnostic Bases sur I'l A

Etudes de Cas : Cette section présente des exemples détaillés de
systéemes de diagnostic qui utilisent l'intelligence artificielle dans diverses
spécialites médicales. On y trouve des études de cas illustrant I'application
de I'lA dans des domaines tels que la radiologie, I'oncologie, et la
cardiologie. Par exemple, dans la radiologie, des systemes bases sur I'lA
peuvent détecter des anomalies dans les images de radiographies et d'IRM
avec une précision impressionnante. En oncologie, des algorithmes
peuvent aider a identifier des signes précoces de cancer a partir de
biopsies ou d'images médicales. Chaque cas met en lumiére les
spécificités des systéemes, les résultats obtenus, et les impacts sur les
pratiques cliniques.

Avantages et Limites : Cette section explore en profondeur les avantages
et les défis associés aux systemes de diagnostic basés sur I'lA. Les
avantages incluent une précision accrue dans le diagnostic, une vitesse de
traitement rapide des données, et une cohérence dans les résultats, ce qui
peut grandement ameéliorer la prise en charge des patients. Cependant,
plusieurs défis persistent, tels que la nécessité de données de haute qualite
pour entrainer les modeles, les problémes d'interprétabilité des décisions
prises par les algorithmes, et les difficultés d'intégration de ces systémes
dans les flux de travail cliniques existants. Une discussion approfondie sur
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ces aspects permet de mieux comprendre les implications de I'lA dans le
diagnostic médical et les pistes d'amélioration possibles.

Conclusion

L'imagerie médicale est un domaine crucial ou les avancées en ML et DL
apportent des ameliorations significatives. Les systémes de diagnostic basés sur
ces technologies offrent des outils puissants pour assister les cliniciens, bien
qu'il reste des defis a relever pour une adoption genéralisée en milieu clinique.
Le chapitre suivant explorera en détail le développement d'un systeme de
diagnostic en imagerie medicale, en mettant l'accent sur l'architecture UNet, une
des plus prometteuses pour la segmentation d'images.
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Introduction

Le développement d'un systéme de diagnostic en imagerie médicale basé sur la
machine Learning et le Deep Learning est un processus complexe qui nécessite
une méthodologie rigoureuse, une compréhension approfondie des technologies
impliquées, et une connaissance de l'architecture UNet. Ce chapitre propose une
exploration complete des étapes nécessaires pour concevoir, entrainer, et
déployer un tel systeme, en combinant une explication détaillée de I'architecture
UNet avec une comparaison des approches de Machine Learning et de Deep
Learning appliquées a I'imagerie medicale.

2.1 L’architecture UNet : Structure et Fonctionnement
2.1.1 Structure de I'UNet

L'UNet est une architecture de réseau de neurones convolutifs (CNN)
spécialement congue pour les taches de segmentation d'images. Elle se distingue
par sa structure en forme de U, composée de deux chemins principaux : un
chemin de contraction (encodeur) et un chemin d'expansion (décodeur).

2.1.1.1 Structure de I'UNet en Détail : Cette section fournit une explication
approfondie de chaque composant de l'architecture UNet. L'UNet est compose
de deux parties principales : l'encodeur et le décodeur. L'encodeur est
responsable de l'extraction des caractéristigues a différents niveaux de
résolution, tandis que le décodeur reconstruit I'image segmentée en utilisant ces
caractéristiques. La structure est souvent illustrée a l'aide de diagrammes
montrant les couches de convolution, les couches de pooling, les connexions de
saut, et les couches de déconvolution. Chaque composant joue un role spécifique
dans la capture des details fins et la préservation des informations contextuelles
[19].

2.1.1.2 Fonctionnement du UNet : Cette section décrit en détail le
fonctionnement de I'UNet, en se concentrant sur les etapes de I'extraction des
caractéristiques et de la reconstruction de I'image segmentee. L'encodeur passe
les images a travers une série de couches convolutives et de pooling pour
extraire des caracteristiques hiérarchiques. Les connexions de saut permettent de
transmettre les informations a haute résolution du cété de I'encodeur au
décodeur, facilitant la reconstruction précise des détails. Le décodeur utilise des
couches de déconvolution pour augmenter la résolution et assembler les
caractéristiques extraites en une image segmentee finale [20].
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Figure 14 : Architecture U-net [21].
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Le chemin de contraction consiste en une série de couches de
convolutions suivies de max-pooling, reduisant progressivement la
résolution de I'image tout en extrayant des caractéristiques importantes.
Chaque couche de convolution est suivie d'une fonction d'activation
RelLU et d'une opération de max-pooling qui réduit la taille de I'image
tout en augmentant la profondeur du réseau [20].

Le chemin d'expansion est symétrique au chemin de contraction et
reconstruit lI'image en augmentant progressivement la resolution. Les
informations & haute résolution du chemin de contraction sont combinées
avec les informations a basse resolution du chemin d'expansion par des
connexions de saut (skip connections), permettant de récupérer des details
fins tout en conservant le contexte global [20].
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Figure 15 : U-Net Architecture de chemin de contraction et d’expansion [22].

Cette structure permet a I'UNet de segmenter des images en préservant a la fois
les détails locaux et les informations globales, ce qui est essentiel pour les taches
de segmentation en imagerie médicale [21].

2.1.2 Fonctionnement de I'UNet

L'UNet fonctionne en deux étapes principales : I'extraction de caractéristiques et
la reconstruction de I'image segmentée.

1. Extraction de caracteristiques : L'image d'entrée passe par le chemin de
contraction, ou les couches de convolution extraient des caractéristiques
de plus en plus complexes tout en réduisant la résolution de I'image. Les
caractéristiques extraites a chaque niveau sont cruciales pour la
reconstruction de I'image.

2. Reconstruction de I'image : L'image segmentée est ensuite reconstruite
par le chemin d'expansion. A chaque étape de ce chemin, les
caractéristiques de haute résolution extraites lors de la contraction sont
fusionnées avec celles de l'expansion grace aux connexions de saut. Cela
permet au modele de produire une carte de segmentation précise, ou
chaque pixel est classeé de maniere appropriée.
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Figure 16 : Processus typique de segmentation par apprentissage profond avec un
réseau neuronal convolutif [23].

Cette méthode de segmentation est particulierement efficace pour les images
médicales, ou les contours des structures anatomiques ou des anomalies doivent
étre définis avec une grande précision.

2.1.3 Variantes de I'UNet

Depuis son introduction, de nombreuses variantes de I'UNet ont été développees
pour répondre a des besoins spécifiques :

« 3D UNet : Adaptee pour la segmentation de volumes 3D, comme les IRM
volumétriques.

« Attention UNet : Introduit des mécanismes d'attention pour se concentrer
sur les régions les plus pertinentes de I'image.

« Residual UNet : Combine I'UNet avec des blocs résiduels pour faciliter
I'apprentissage de réseaux plus profonds.

Ces variantes illustrent la flexibilité de I'UNet et son adaptabilité a divers types
de données et de taches en imagerie médicale.
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2.2 Machine Learning et Deep Learning en Imagerie Médicale
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Figure 17 : Diagramme des différents acteurs de I’ A en Imagerie médicale [24].

Approches Traditionnelles de Machine Learning : Cette section explore les
méthodes traditionnelles de machine Learning appliquées a I'imagerie médicale.
Parmi les approches courantes, on trouve les machines a vecteurs de support
(SVM), les foréts aléatoires, et les k-plus proches voisins (k-NN). Chacune de
ces méthodes utilise des algorithmes pour classer ou prédire des résultats basés
sur des caractéristiques extraites des images. On discute également de
I'évolution de ces techniques, de leur transition vers des méthodes plus
complexes, et des améliorations apportées par les algorithmes modernes dans la
précision et I'efficacité des diagnostics.

Deep Learning en Pratique : Cette section se concentre sur les aspects
pratiques du Deep Learning dans l'imagerie médicale. On y aborde les
techniques de formation des modeles, y compris la préparation des données,
I'entrainement sur des ensembles de donneées volumineux, et les méthodes de
régularisation pour éviter le surapprentissage. L'ajustement des hyperparametres,
tels que le taux d'apprentissage et la taille des couches, est crucial pour optimiser
les performances des modeéles. L'évaluation des modeéles DL est également
discutée, en examinant des métriques telles que la précision, le rappel, et la
courbe ROC, ainsi que les défis liés a la validation croisée et a la généralisation
des modeles.
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Comparaison entre ML, DL et UNet : Cette section propose une analyse
comparative approfondie des méthodes de machine Learning (ML), de Deep
Learning (DL), et de l'architecture UNet. On compare les performances et la
précision de chaque approche en fonction de critéeres tels que la capacité a gérer
des données complexes, la nécessité de données d'entrainement, et les ressources
computationnelles requises. Le machine Learning traditionnel, bien qu'efficace
dans certains contextes, peut étre limité par la complexité des caractéristiques a
extraire. Le Deep Learning, avec ses réseaux de neurones profonds, offre une
meilleure performance pour des taches complexes, mais nécessite souvent des
ressources importantes. L'UNet, en particulier, est congu pour la segmentation
d'images et excelle dans la capture des détails fins grace a ses connexions de
saut et son architecture spécialisée. Des exemples concrets illustrent comment
chaque approche se distingue en fonction des besoins spécifiques des taches
d'imagerie médicale.

2.2.1 Le Machine Learning en Imagerie Médicale

Le machine Learning (ML) est un sous-domaine de l'intelligence artificielle qui
permet aux systemes de s'ameliorer a partir de données sans étre explicitement
programmes pour une tache specifique. En imagerie médicale, le ML est utilisé
pour automatiser l'analyse des images, détecter des anomalies, et aider au
diagnostic.

Traditionnellement, le ML en imagerie médicale reposait sur des algorithmes
supervises, comme les foréts aleatoires (Random Forests) ou les machines
avecteurs de support (SVM), qui nécessitaient l'extraction manuelle de
caractéristiques, comme les bords, les textures ou les formes. Cette approche,
bien que performante, montrait des limites en termes de généralisation et de
sensibilité a la variabilité des données.

2.2.2 Le Deep Learning en Imagerie Médicale

Le Deep Learning (DL), une sous-catégorie du ML, utilise des réseaux de
neurones profonds pour automatiser I'extraction des caractéristiques directement
a partir des données brutes. Les réseaux de neurones convolutifs (CNNs) sont
particulierement efficaces pour traiter les images medicales en apprenant
automatiquement les caractéristiques pertinentes pour la tdche de diagnostic.

Le DL a surpassé les méthodes traditionnelles de ML dans de nombreuses
applications d'imagerie médicale, notamment pour la détection de tumeurs, la
segmentation d'organes, et la classification d'images pathologiques. Cependant,
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le DL nécessite souvent de grandes quantités de données annotées pour entrainer
les modeéles, ce qui peut poser un défi en imagerie médicale.

2.2.3 Comparaison entre Machine Learning, Deep Learning et UNet

Le ML traditionnel repose sur I'extraction manuelle de caractéristiques, tandis
que le DL permet une extraction automatisée directement a partir des données
brutes. Cependant, I'UNet se distingue en offrant une architecture spécialement
congue pour la segmentation d'images, en combinant les avantages du DL avec
une approche optimisée pour les taches de segmentation.

L'UNet excelle dans les taches ou chaque pixel doit étre classe, en capturant a la
fois les détails fins et le contexte global de I'image. Cette capacité est essentielle
en imagerie médicale, ou la précision des contours des structures et des
anomalies est cruciale pour un diagnostic fiable.

2.3 Etapes et Méthodologie pour le Développement d'un Systéme de
Diagnostic Base sur I'UNet
2.3.1 Etape 1 : Collecte et Préparation des Données

La premiére étape du développement d'un systeme de diagnostic consiste a
collecter des données d'imagerie médicale de haute qualité. Ces données doivent
étre annotées par des experts pour fournir les labels nécessaires a I'entrainement
du modele UNet. Le prétraitement des images, qui comprend la normalisation
des intensités, l'augmentation des données, et la gestion des artefacts, est
également crucial pour garantir la performance du modele [25].

Cette étape comprend la collecte de données médicales pertinentes, telles que
des images de radiographies, IRM, ou CT scans, qui serviront a entrainer le
modele. La collecte doit se faire en respectant les normes éthiques et légales.
Ensuite, les données doivent étre annotées avec précision pour marquer les
zones d'intérét ou les anomalies. Ce processus d'annotation peut impliquer des
radiologues ou des experts en imagerie médicale. Le prétraitement des données
inclut des étapes telles que la normalisation des images, le redimensionnement,
et la gestion des artefacts. Une préparation adéquate des données est cruciale

pour garantir la qualité de I'entrainement du modele.
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2.3.2 Etape 2 : Conception et Entrainement du Modéle UNet

La conception du modele UNet implique de définir I'architecture du réseau, en
choisissant le nombre de couches, la taille des filtres, et les fonctions
d'activation. L'entrainement du modeéle nécessite I'ajustement des paramétres
pour minimiser l'erreur entre les prédictions du modele et les annotations
fournies par les experts. Des techniques comme l'apprentissage par transfert
peuvent étre utilisées pour améliorer les performances lorsque les données
d'entrainement sont limitées [25].

Cette étape concerne la création du modele UNet, en définissant son
architecture, y compris les couches convolutives, les connexions de saut, et les
couches de déconvolution. La conception doit étre adaptée aux specificités des
données médicales. L'entrainement du modele UNet implique ['utilisation
d'ensembles de données annotées pour ajuster les poids du modele afin de
minimiser les erreurs de prédiction. Des techniques telles que I'apprentissage par
transfert peuvent étre utilisées pour améliorer la performance en exploitant des
modeles pré-entrainés sur des taches similaires. L’optimisation des
hyperparamétres, comme le taux d’apprentissage et la taille des lots, est
également essentielle pour ameéliorer I'efficacité du modeéle.

2.3.3 Etape 3 : Evaluation et Validation du Modéle

Aprés I'entrainement, le modeéle doit étre évalué pour s'assurer de sa précision et
de sa robustesse. Les métriques couramment utilisées incluent I'indice de Dice,
la précision, le rappel et la courbe ROC. Une évaluation rigoureuse est
essentielle pour garantir que le modele pourra étre utilisé en toute confiance
dans des environnements cliniques [25].

Une évaluation rigoureuse du modeéle est nécessaire pour garantir sa
performance. Les metriques couramment utilisées comprennent la précision, le
rappel, la F-mesure, et la courbe ROC. Des techniques de validation croisée
peuvent étre employées pour tester le modele sur plusieurs sous-ensembles des
données afin de vérifier sa capacité a genéraliser. L'analyse des résultats permet
d'identifier les points faibles et les domaines nécessitant des améliorations. Les
évaluations doivent également inclure des tests sur des ensembles de données
indépendants pour vérifier la robustesse du modele en conditions réelles.
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2.3.4 Etape 4 : Déploiement en Environnement Clinique

Le déploiement du modéle dans un environnement clinique implique son
intégration avec les systemes de santé existants, en tenant compte des
contraintes spécifiques telles que la confidentialité des données et la conformité
aux régulations en vigueur. La formation des cliniciens pour l'utilisation du
systeme et linterprétation des résultats est également une étape clé du
déploiement [25].

Cette étape concerne l'intégration du systéme de diagnostic basé sur I'UNet dans
les systemes cliniques existants. Cela inclut la gestion des données, le
developpement d'interfaces utilisateurs conviviales, et l'intégration avec les
systemes d'information hospitaliers. Une formation adéquate des utilisateurs,
comme les radiologues et les techniciens, est essentielle pour assurer une
utilisation efficace du systéeme. Des protocoles de maintenance et de mise a jour
doivent étre établis pour garantir le bon fonctionnement du systeme et son
adaptation aux evolutions technologiques et cliniques.

Conclusion

Le développement d'un systeme de diagnostic en imagerie medicale basé sur
I'UNet nécessite une compréhension approfondie de l'architecture UNet, des
concepts de Machine Learning et de Deep Learning, ainsi qu'une méthodologie
rigoureuse pour chaque étape du processus. L'UNet se distingue par sa capacité
unique a segmenter les images medicales avec une grande précision, en
capturant les détails fins tout en conservant le contexte global de I'image. En
suivant les étapes deécrites, il est possible de développer un systéeme robuste et
fiable qui peut transformer la pratique medicale en offrant des diagnostics plus
préecis et plus rapides.
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Introduction

L'implémentation pratique des systémes de diagnostic en imagerie médicale, en
particulier ceux basés sur le Deep Learning, représente une avancée significative
dans la précision et l'efficacité des diagnostics médicaux. Ce chapitre explore les
étapes nécessaires pour développer, entrainer, et déployer un modéle de Deep
Learning dans un contexte clinique, avec un accent particulier sur les défis et les
opportunités associés. Nous allons également discuter des applications concretes
et des perspectives futures pour ces systemes.

3.1 Configuration et Développement d’un Systéme de Diagnostic
3.1.1 Configuration de I’Environnement de Développement

Avant de pouvoir développer un systétme de diagnostic basé sur le Deep
Learning, il est essentiel de mettre en place un environnement de développement
approprieé :

« Choix des Ouitils et Frameworks : Les frameworks comme TensorFlow,
Keras, et PyTorch sont largement utilisés pour le developpement de
modeles de deep learning. lls fournissent les outils necessaires pour créer,
entrainer, et tester les modeles, et offrent des bibliotheques optimisees
pour le traitement d'images.

« Matériel Requis : Les modeéles de deep learning, en particulier ceux
utilisés pour l'analyse d'images, bénéficient d'une puissance de calcul
accrue. Les unités de traitement graphique (GPU) sont recommandees
pour accélérer I'entrainement des modeles et réduire les temps de calcul.

« Gestion des Données : La qualité et la quantité des données sont
cruciales. Il est important de disposer de jeux de données bien annotés,
avec des échantillons représentatifs des conditions cliniques ciblées. Le
prétraitement des données, comme la normalisation et I'augmentation, est
également necessaire pour améliorer la robustesse du modeéle.

3.1.2 Développement et Entrainement du Modele

Le processus de développement et d'entrainement d'un modeéle de Deep
Learning implique plusieurs étapes cleés :

o Preparation des Données : Les données doivent étre nettoyées et
préparées pour l'entrainement. Cela inclut I'annotation des images, le
découpage en ensembles d'entrainement, de validation, et de test, ainsi
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que la mise en ceuvre de techniques d'augmentation des données pour
enrichir le jeu de données.

Conception du Modele : En fonction de la tache spécifique
(segmentation, classification, détection, etc.), le modéle est congu en
choisissant les bonnes architectures et en ajustant les parametres
d'entrainement. Pour les tdches de segmentation, des architectures comme
I'UNet peuvent étre adaptees.

Entrainement et Validation : Le modéle est entrainé en utilisant les
données d'entrainement et ajusté en fonction des performances sur les
données de validation. L'optimisation des hyper parametres, le choix des
fonctions de perte, et I'évaluation des performances a l'aide de metriques
telles que la précision, le rappel, et le score F1 sont des étapes critiques.
Evaluation du Modgle : Une fois I'entrainement terminé, le modéle est
évalue sur des données de test indépendantes pour vérifier sa capacité a
géneraliser et a fournir des résultats précis sur de nouvelles images.

3.1.3 Déploiement et Intégration

Aprés I'entrainement et I'évaluation, le modele est prét pour le déploiement :

Intégration Clinique : Le modele doit étre intéegré dans les systémes de
gestion de données médicales existants. Cela peut nécessiter le
développement d'interfaces utilisateur et la coordination avec les équipes
cliniques pour assurer une utilisation efficace du modele.

Interface Utilisateur : Une interface conviviale est essentielle pour
permettre aux professionnels de santé d'interagir avec le modele,
visualiser les résultats, et intégrer les informations dans leur pratique
clinique.

Suivi et Maintenance : Le modéle doit étre surveille apres le déploiement
pour garantir qu'il continue a fonctionner correctement. Des mises a jour
et des ajustements peuvent étre nécessaires en fonction des nouveaux
types de données ou des retours des utilisateurs.

3.2 Cas d’Utilisation des Systéemes Basés sur Deep Learning
3.2.1 Diagnostic des Tumeurs Cérébrales

Les systemes basés sur le Deep Learning, tels que ceux utilisant I'UNet pour la
segmentation des tumeurs cérébrales, améliorent la précision du diagnostic des
cancers du cerveau. En permettant une segmentation précise des contours des
tumeurs, ces systémes aident les radiologues a planifier des traitements plus
ciblés et a surveiller I'évolution des maladies.
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3.2.2 Analyse des Images Abdominales

L'analyse des images abdominales avec des modeles de Deep Learning permet
la segmentation automatique des organes et la détection d'anomalies. Cela
facilite la gestion de maladies telles que la stéatose hépatique et les néoplasmes
abdominaux, améliorant ainsi la planification chirurgicale et le suivi des
patients.

3.2.3 Détection des Anomalies Vasculaires

En angiographie, le Deep Learning est utilise pour détecter et segmenter les
vaisseaux sanguins, identifiant les rétréecissements et les occlusions. Cela aide au
diagnostic des maladies cardiovasculaires et a la planification des interventions,
améliorant les résultats cliniques pour les patients.

3.2.4 Evaluation des Anomalies Rétiniennes

Dans le domaine de I'ophtalmologie, les systemes de deep learning facilitent la
détection des anomalies rétiniennes, telles que les hémorragies et les
déecollements de rétine. Ces outils sont essentiels pour la gestion des maladies
chroniques, comme le diabete, et pour ameliorer la qualité des soins
ophtalmologiques.

3.3 Défis et Perspectives d’Avenir
3.3.1 Défis Techniques et Ethiques

Le déploiement de systemes de Deep Learning en imagerie médicale présente
plusieurs défis :

« Qualité des Données : Les donnees doivent étre de haute qualité et
correctement annotées. Les biais dans les données peuvent affecter la
performance du modeéle et conduire a des erreurs diagnostiques.

« Ethique et Confidentialité : La protection des données médicales et la
responsabilité en cas d'erreurs diagnostiques sont des préoccupations
majeures. Il est crucial de respecter les normes éthiques et les
réglementations en matiére de confidentialité des données.
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3.3.2 Evolution et Innovations

L'évolution continue des technologies de Deep Learning promet des
améliorations significatives dans le domaine de I'imagerie médicale :

« Modéles Avancés : Les nouvelles architectures de réseaux neuronaux,
comme les modeles de réseaux de neurones génératifs et les mécanismes
d'attention, pourraient améliorer encore la précision et la flexibilité des
systemes de diagnostic.

o Intégration de Données Multiples : La combinaison de données
d'imagerie avec d'autres types de données medicales, comme les données
génomiques ou cliniques, pourrait permettre des diagnostics plus complets
et personnalisés.

3.3.3 L implémentation de systeme :

Plusieurs travaux et recherches ont été menés afin de développer des systemes
d'aide au diagnostic en Imagerie Médicale Basés sur Machine Learning, qui
peuvent aider les professionnels de la santé a analyser ces depistages en
augmentant leur précision et leur rapidité, permettant ainsi de détecter plus de
cas de la maladie a un stade précoce.
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[ Le systeme
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Figure 18 : schéma générale d un systéme [26].

Pour reéaliser note systéme, nous allons suivre la démarche présentée dans
la figure suivante :
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Application des
algorithmes du
CNN et U-NET

prétraitement segmentation

Détection

Evaluation

Figure 19: I'organigramme de la démarche suivie dans la réalisation de notre systéme.
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Clip Plane M Background Opacity EESSSSSSSSEEN  Overlay Opacity NSNS EENEEN Segmentation Mode! (NI ] V] Use Webworker 8 Draw [Sll I Drag Mode R

[ Dgrcsis I 2o |

Segmentation finished

Figure 20: Capture d’écran représente IRM cérébrale segmentée saine.

Clip Plane M Background Opacity Overlay Opacity m— Segmentation Mode! (I IS I Use Webworker ¥ Draw [CE2 MG Drag Mode [ENETINNE
[ About

Segmentation finished

Figure 21: Capture d’écran représente IRM cérébrale segmentée saine
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Remarque :

Les figures (20 et 21) sont des images saines

Clip Plane M Background Opacity e Use Webworker ¥ Draw [CEIlE3 I3 Drag Mode

Drag and Drop any NIfTI image

Figure 22: Capture d’écran représente IRM cérébrale.

Clip Plane M Background Opacity Overlay Opacity m— Segmentation Mode! (E I I Use Webworker #  Draw S MRS Drag Mode EETETINED
 About |

Segmentation finished

Figure 23: Capture d’écran représente IRM cérébrale segmentée avec anomalie.
p p g
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Clip Plane M Background Opacity Overlay Opacity m— 5cgmentation Mode! (IS I Use Webworker ¥ Draw (K3 IR Dro Mode [EITmNNEd
| About

Segmentation finished

Figure 24: Capture d’écran représente IRM cérébrale segmentée avec anomalie.

—
Clip Plane M Background Opacity Overlay Opacity m— Scgmentation Mode! [NEERRISAZS0) EEE=T Use Webworker ¥  Draw (Y [ Dreg Mode [EEEYENNEY

Segmentation finished

Figure 25: Capture d’écran représente IRM cérébrale segmentée avec anomalie.
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Clip Plane M Background Opacity e B TACACTEUR VR A Subcortical + GWM (High Mem. Fast) v X Use Webworker ¥  Draw (SRS

[oig00sscs J Aot

Segmentation finished

Figure 26 : Capture d’écran représente IRM cérébrale segmentée avec anomalie et les
différentes régions du cerveau.

Overlay Opacity — Segmentation Mode! | REETTIEI gh Mem Fas vl Save Overlay Use Webworker ¥  Draw [ElIE2 IR 0rag Mode [EETENIRG

Segmentation finished

Figure 27 : Capture d’écran représente IRM cérébrale segmentée avec anomalie et les
différentes régions du cerveau.

Remarque :
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Les figures (22, 23, 24, 25, 26, et 27) sont des images qui segmentée une
anomalie.

Clip Plane M Background Opadity Overlay Opacity e DU localhost:3000 says werlay Use Webworker #  Draw [SEIIEZ MRS Drag Mode [EETNRA

 About | expected 104 labels, but the predicted are 99

localhost:3000 says
expected 104 labels, but the predicted are 59

|
'\f.

Figure 28: Message représente I’existence d une anomalie.
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|

4 Tissue GWM (light)

" Tissue GWM (High Acc)

" Tissue GWM {High Acc, Low Meaem)

“ Subcortical + GWM (High Mem,. Fast)

“ Subcortical + GWM (Low Mem, Slow)

“ Subcortical + GWM (Low Mem, Faster)

" ™ Subcortical + GWM (Failsafe. Less Acc)
Aparc+fsaeg 50 (High Mem, Fast)
Aparc+fseaeg 50 (Loww Mem, Slowr)

Extract the Brain (FAST)

Extract the Brain (High Acc, Slow)
Brain Mask [(FAST)

Brain Mask (High Acc, Loww Meam)
Aparc+fsaeg 104 (High Mem, Fast)

Figure 29: les différents modeles de segmentation.

3.3.4 Modeles RADION

Subvolume GWM (failsafe) : Modele de segmentation de la matiére grise et de
la matiere blanche. Ce modele divise I’image T1 en cubes plus petits de
64x64x64 et les traite un par un. Cette approche permet de contourner les
limitations du navigateur mais entraine un calcul plus long et une précision
moindre.

Full Brain GWM (léger) : Modele de segmentation de la matiére grise et de la
matiére blanche. Il fonctionne sur une image T1 compléte en une seule passe,
mais utilise seulement 5 filtres par couche. Il peut fonctionner sur des cartes
graphiques intégrées, mais sa taille limite la précision. Ce modéle est néanmoins
plus rapide et précis que le modele Subvolume GWM (failsafe), mais il requiert
une taille de texture d'au moins 9159.

Full Brain GWM (large) : Modele de segmentation de la matiére grise et de la

matiére blanche. 1l fonctionne sur une image T1 compléte en une seule passe,
mais nécessite une carte graphique dédiée car il utilise 11 filtres par couche. Ce
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modele offre la meilleure précision parmi les modéles mentionnés et nécessite
une taille de texture d'au moins 13585.

Extract the Brain (FAST) : Le modele rapide d'extraction du cerveau
fonctionne sur une image T1 compléte en une seule passe, mais utilise
seulement 5 filtres par couche. Il peut fonctionner sur des cartes graphiques
intégrées et est plus précis que le modele Extract the Brain (failsafe), bien que
limité en précision. Requiert une taille de texture d'au moins 9159.

Extract the Brain (Haute Preécision) : Le modele haute précision d'extraction
du cerveau fonctionne sur une image T1 complete en une seule passe, avec 11
filtres par couche. Il est plus précis que le modele Extract the Brain (FAST) et
nécessite une carte graphique dédiee.

Extract the Brain (failsafe) : Ce modéle divise I'image T1 en cubes de
64x64x64 et les traite un par un. Cela permet de contourner les limitations du
navigateur, mais entraine un calcul plus long et une préecision inférieure a celle
du modele Extract the Brain (FAST).

Compute Brain Mask (FAST) : Ce modele rapide de masquage fonctionne sur
une image T1 compléte en une seule passe, avec 5 filtres par couche. Il peut
fonctionner sur des cartes graphiques intégrées et est plus précis que la version
Compute Brain Mask (failsafe), bien que limité en précision.

Compute Brain Mask (Haute Précision) : Ce modeéle de masquage fonctionne
sur une image T1 complete en une seule passe, avec 11 filtres par couche. Il est
plus précis que le modele Compute Brain Mask (FAST) et nécessite une carte
graphique dediée.

Compute Brain Mask (failsafe) : Cette version de masquage divise lI'image T1
en cubes de 64x64x64 et les traite un par un. Elle contourne les limitations du
navigateur, mais cela entraine un calcul plus long et une précision inférieure au
modele Compute Brain Mask (FAST).

Cortical Atlas 50 : Parcellise les régions corticales du cerveau en 50 régions. Il
est fortement recommandé d'utiliser une carte graphique dédiée pour ce modele.

Atlas FS aparc+aseg 104 : L’atlas aparctaseg de FreeSurfer parcellise les
régions cérébrales en 104 zones, combinant l'atlas cortical Desikan-Killiany et la
segmentation des régions sous-corticales. Nécessite une taille de texture d'au
moins 18121.
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Atlas FS aparc+aseg 104 (failsafe) : Cet atlas parcellise le cerveau en 104
régions, combinant I’atlas cortical Desikan-Killiany et les régions sous-
corticales. Le modeéle divise le volume T1 en cubes plus petits pour contourner
les limitations du navigateur, ce qui entraine un calcul plus long et une précision
moindre.

3.3.5 Notre approche proposée

Notre systeme proposé comprend une phase de détection des anomalies.
L'observation des images IRM Cérébrale, en comparant celles qui représentant
des cas anormaux a celles qui représentant des cas normaux, nous a conduite a
conclure que les régions d'intérét detectées dans les images de cas pathologiques
sont souvent non segmentées que les autres regions choisies dans les images des
cas normaux.

3.3.6Conclusion

L'implémentation pratique des systemes de diagnostic basés sur le Deep
Learning a le potentiel de transformer le domaine de I'imagerie médicale en
offrant des outils plus précis et efficaces pour le diagnostic et le suivi des
maladies. Bien que des défis techniques et éthiques doivent étre surmontes, les
avancees continues dans les technologies de Deep Learning et l'intégration de
nouvelles méthodes promettent d'améliorer encore la qualité des soins. Les
perspectives d'avenir pour ces systéemes sont prometteuses, avec des innovations
qui pourraient renforcer leur impact sur la pratique clinique et la recherche
medicale.
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L'imagerie médicale, enrichie par les capacités du machine Learning et du Deep
Learning, est en passe de connaitre une transformation majeure. Les systemes de
diagnostic automatisés, capables de traiter et d'interpréter des images médicales
avec une précision exceptionnelle, représentent I'avenir de la médecine moderne.
L'architecture UNet, avec sa capacité unique a segmenter les images tout en
préservant les détails essentiels, illustre parfaitement le potentiel de ces
nouvelles technologies.

L'adoption de ces systemes pose cependant des défis, notamment en termes de
besoins en donnees, d'intégration dans les flux de travail cliniques, et de
compréhension des resultats par les professionnels de santé. Pourtant, les
bénefices potentiels, en termes de rapidité, de précision, et d'accessibilité des
soins, sont immenses.

En fin de compte, le développement et I'implémentation de systéemes de
diagnostic basés sur I'lA, et plus spécifiguement sur I'UNet, offrent une
opportunité unique d'améliorer les pratiques médicales actuelles. Ces avancées
technologiques promettent non seulement de revolutionner lI'analyse des images
medicales, mais aussi de redéfinir la maniére dont les soins de santé sont
délivrés, en plagant l'efficacité et la précision au coeur du processus
diagnostique.
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Liste d’abréviation
IA : Intelligence Artificielle.
ML : Machine Learning (Apprentissage Automatique).
DL : Deep Learning (Apprentissage Profond).
CT Scan : Computer Tomography (Tomodensitometrie).
IRM : Imagerie par Résonance Magnétique.
GPU : Graphics Processing Unit (Unité de Traitement Graphique).
SVM : Support Vector Machine (Machine a Vecteurs de Support).
CNN : Convolutional Neural Network (Réseau de Neurones Convolutif).

U-Net : Un modéle d'architecture de réseau de neurones pour la segmentation
d'images, notamment en imagerie médicale.

ECG : Electrocardiogramme.

ANN : Artificial Neural Network (Réseau de Neurones Artificiels).
RNN : Recurrent Neural Network (Réseau de Neurones Récurrents).
GNN : Graph Neural Network (Réseau de Neurones Graphiques).

KNN : K-Nearest Neighbors (Algorithme des K plus Proches Voisins).



Explication des termes

AlexNet : Un modeéle de réseau de neurones profonds développé pour la
classification d'images.

VGG : Visual Geometry Group, un autre modeéle de réseau de neurones
profonds utilisé en classification d'images.

ResNet : Residual Network, un réseau de neurones profonds congu pour
résoudre les problémes de dégradation dans les réseaux tres profonds.

Dice : Dice Coefficient (ou Dice Similarity Coefficient). C'est une métrique
utilisée pour mesurer la similarité entre deux ensembles de données. En machine
learning, il est couramment utilisé pour évaluer les performances des modéles de
segmentation d'images en comparant la zone prédites a la zone réelle. La
formule est :

. 2X| ANB|
Dice = 21408
| Al + B|

Ou A est I'ensemble des prédictions et B est I'ensemble des vérités terrain.

ROC : Receiver Operating Characteristic. C'est une courbe utilisée pour évaluer
la performance des modeles de classification binaire. Elle trace le taux de vrais
positifs (sensibilité) en fonction du taux de faux positifs pour différents seuils de
décision. L'aire sous la courbe ROC (AUC - Area Under Curve) est une mesure
couramment utilisée pour évaluer la qualité du modele.

F-mesure : F-Measure (Mesure F, qui est une moyenne harmonique entre la
précision et le rappel).

Score F1 : F1 Score (Score F1, qui est une version spécifique de la F-mesure
avec un poids égal entre précision et rappel).
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