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Introduction générale [9] : 

En raison d‟une modernisation incessante des outils de production, les systèmes industriels deviennent 

de plus en plus complexes et sophistiqués. En parallèle, une demande accrue de fiabilité, de 

disponibilité, de reconfigurabilité et de sûreté de fonctionnement des systèmes sont devenus de 

véritables enjeux du troisième millénaire.  L‟Automatique, qui repose sur une notion de système 

représentant un ensemble d‟éléments formant un tout structuré, a permis à l‟homme de développer des 

méthodes de supervision telles le diagnostic et la commande tolérante aux défauts des systèmes. 

Le fait de pouvoir effectuer en temps réel un diagnostic de l‟outil de production peut également 

contribuer à prévoir et éviter des pannes voire des casses matérielles, ou graves conséquences 

sécuritaires ou économiques. Cela permet donc l‟amélioration de la production par minimisation des 

arrêts ainsi que leurs durées. 

Cette  mémoire est consacré à la mise en œuvre de méthodes de diagnostic des systèmes  par espace 

de parité Cette méthode est utilisable à la fois dans le cas des systèmes déterministes et dans le cas 

des systèmes stochastiques. Elle s‟appuie sur l‟élaboration de signaux permettant de tester la 

cohérence des mesures par rapport à leurs valeurs calculées à l‟aide d‟un modèle (on parle aussi de 

consistance des mesures, de leur parité). D‟un point de vue général, la méthode consiste à vérifier les 

relations algébriques entrées/sorties du modèle en utilisant les mesures réelles. Pour cela, les signaux 

recueillis sur le système sont injectés dans les relations entrées/sorties et les signaux ainsi créés sont 

utilisés comme résidus. La méthode a été développée au début pour le cas statique, puis elle été 

généralisée plus tard pour cas des systèmes dynamiques. Cette généralisation utilise la redondance 

temporelle, c‟est à- dire des relations faisant intervenir les valeurs des sorties des capteurs et les 

entrées des actionneurs à différents instants. 

 Notre travail s‟articulera autour de trois chapitres : 

             Dans le premier chapitre-nous exposerons une généralité  sur les méthodes de diagnostic     

             Le deuxième chapitre est consacré au diagnostic par la méthode de l‟espace de parité avec 

une application sur un système linéaire  

            Dans le troisième chapitre représentera la modélisation d‟un moteur à courant continu et le 

diagnostic par la méthode d‟espace de parité, dans la dernière partie ce chapitre représente une 

simulation  des différents résultats et les tests. 
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Introduction : 

C'est une évidence de constater que la commande des systèmes devient de plus en plus complexe ; 

cela est dû à la nature des systèmes, mais aussi à la volonté de contrôler tous les paramètres et toutes 

les perturbations affectant le système. Dans cette dynamique s'est développée la discipline de la 

sûreté de fonctionnement. Pour un grand nombre d'applications, il est nécessaire d'implanter un 

système de surveillance afin de détecter, isoler, voire identifier tout dysfonctionnement. Un système 

de surveillance doit permettre de caractériser le mode de fonctionnement d'un système à partir 

d'informations préalablement collectées, en reconnaissant et en indiquant les anomalies de 

comportement. Cette surveillance peut être réalisée en mode exploitation ou en mode hors 

exploitation.  

 Chacun des modes présente un certain nombre d'avantages et d'inconvénients. Le mode 

d'implémentation en exploitation permet de réagir rapidement en cas de problèmes et s'accompagne 

souvent d'une procédure de maintenance sur site. Il impose un traitement en temps réel des différents 

signaux. Le mode d'implémentation hors exploitation permet de faire de la maintenance préventive et 

peut être utilisé en complément du mode d'implémentation en exploitation lorsque celui-ci ne permet 

pas de préciser la raison du dysfonctionnement du système.  

   Du fait de la variété des systèmes et des défauts à diagnostiquer ainsi que l'hétérogénéité des 

informations disponibles, diverses approches ont été développées pour la détection et la localisation 

de défauts. Ces approches peuvent être classées selon la disponibilité d'un modèle du processus à 

surveiller. Dans le cas où le modèle n'est pas disponible, c'est l'analyse des données fournies par le 

système qui permet de décider de son état. Dans le deuxième cas, les redondances d'information et la 

connaissance fournie par le modèle sont utilisées pour caractériser le mode de fonctionnement du 

système. Des signaux indicateurs de défauts, nommés résidus, sensibles aux différents types de 

défauts, doivent être alors générés. Ils doivent contenir suffisamment d'informations pour que soit 

possible la localisation d'un ou plusieurs défauts. De plus, ils doivent être insensibles aux différentes 

perturbations inconnues agissant sur le système ainsi qu'aux incertitudes liées aux imprécisions du 

modèle. L'évolution de ces résidus permet de décider si le mode de fonctionnement est normal ou 

non.  

Ce chapitre présente des généralités sur le diagnostic. Après une représentation de la terminologie 

utilisée  dans la littérature scientifique dans le domaine du diagnostic, les principales approches de 

détection seront énoncées. Les méthodes usuelles et avec modèle analytique seront évoquées.  

I.1 Formulation du problème 

Le problème de la conception des algorithmes de diagnostic peut se formuler comme suit : en 

utilisant les données disponibles (en ligne ou or ligne), et la connaissance que l'on a du système, il 

s'agit de produire des décisions les meilleurs possibles relatives à l'état de santé du système. Les 

données disponibles sont les valeurs des variables mesurées (signaux) et des paramètres connus du 

système (sorties, valeurs des consignes mesurées, entrées calculées, paramètres nominaux). 
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I.1.2 Diagnostic 

De nombreuses définitions sont proposées pour le terme de diagnostic, celle du 

dictionnaire  Robert  est  rigoureusement  étymologique : « action de déterminer une maladie 

d‟après ses symptômes ». L‟origine de ce mot provient de deux mots grecs, « dia » qui 

signifie « par » et « gnossie » qui signifie « connaissance ». 

Dans l‟industrie, le diagnostic est défini par l‟ensemble d‟actions visant à évaluer un procédé 

(système) et identifier la cause probable des défaillances à l‟aide d‟un raisonnement logique 

fondé sur un ensemble d‟informations provenant d‟une inspection, d‟un contrôle ou d‟un test 

de son fonctionnement. 

Le diagnostic est en principe défini comme un processus à trois phases : 

  détection du mode de fonctionnement. 

  qualification du mode de fonctionnement. 

  décision à partir de la reconnaissance du mode de fonctionnement. 

La mission pour laquelle le système a été conçu, peut être totalement remplie, 

partiellement remplie ou non remplie, cela dépend du mode de fonctionnement . 

Un système est dit diagnosticable  s‟il est susceptible d‟être soumis à un diagnostic, il doit alors être 

muni d‟organes d‟observation (capteurs) et d‟un système d‟analyse pour étudier les informations 

fournies. La diagnosticabilité sera l‟aptitude d‟un système à être diagnostiqué. 

I. 1.3  Défaut [9] 

Le concept de défaut est fondamental dans les opérations de surveillance pour la conduite et la 

maintenance des procédés industriels. On appelle défaut tout écart entre la caractéristique observée 

sur le dispositif et la caractéristique théorique. Cet écart est idéalement nul en l‟absence de défaut. 

Les défauts peuvent apparaître au niveau des capteurs, des actionneurs ou au niveau du processus lui-

même. 

I.1.4  Dégradation 

C‟est le processus qui amène à état défaillant du système. 

I.1.5 Panne 

Lorsque plus aucune fonction n‟est assurée le terme de panne est employé à la place du terme 

défaillance. Défaut Défaillance panne 

I.1.6  Signe 

Un défaut est perceptible au travers d‟un signe, caractère manifestant un état comportemental 

anormal. Un signe est caractérisé par un ensemble d‟observations en 
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I.1.7 Les différents types de défauts 

D‟une manière générale, un défaut correspond à une déviation du comportement normal du système, 

de son unité de commande ou de son système d‟instrumentation. Les défauts peuvent être purement 

aléatoires (défauts cataleptiques), ou progressifs, dans le cas du vieillissement ou de l‟usure (défauts 

évolutifs).provenance d‟un système physique. Il est révélateur de la présence d‟un défaut.  Les 

défauts sont des événements qui apparaissent à différents endroits du système, c‟est la raison pour 

laquelle, dans la littérature, les défauts sont classés en fonction de leur localisation, définissant alors 

des types de défauts. 

I.1.7.1  Les défauts de capteurs 

Ce type de défaut est la cause d‟une mauvaise image de l‟état physique du système. Un défaut 

capteur partiel produit un signal avec plus ou moins d‟adéquation avec la valeur vraie de la variable à 

mesurer. Ceci peut se traduire par une réduction de la valeur affichée par rapport à la valeur vraie, ou 

de la présence d‟un biais ou de bruit accru empêchant une bonne lecture. Un défaut capteur total   

produit une valeur qui n‟est pas en rapport avec la grandeur à mesurer. 

I.1.7.2  Les défauts d’actionneurs 

Ils se traduisent par une incohérence entre la consigne d‟un actionneur et sa sortie. Les défauts  

actionneurs agissent au niveau de la partie opérative et détériorent le signal d‟entrée du système. Ils 

représentent une perte totale (défaillance) ou partielle d‟un actionneur agissant sur le système. Un 

exemple de perte totale d‟un actionneur est un actionneur qui est resté "collé" sur une position 

entraînant une incapacité à commander le système par le biais de cet actionneur. Les défauts 

actionneurs partiels sont des actionneurs réagissant de manière similaire au régime nominal mais en 

partie seulement, c‟est-à-dire avec une certaine dégradation dans leur action sur le système (perte de 

puissance d‟un moteur, fuite dans un vérin, . . .). 

I.1.7.3  Les défauts composants des systèmes [10] 

Ce type de défaut provient du système lui-même ; bien souvent les défauts n‟appartenant 

pas à un défaut capteur ou actionneur sont classés de manière arbitraire dans cette catégorie. 

Néanmoins, un défaut composant résulte de la casse ou de l‟altération d‟un composant du 

système réduisant les capacités de celui-ci à effectuer une tâche. En pratique, ceci revient à 

considérer une modification des caractéristiques du système proprement dit (la CTN :  

résistance à Coefficient de Température Négatif, d‟une chaufferie est cassée, un roulement est 

altéré, . . .) Une autre classification des défauts à partir de leurs évolutions temporelles les définit 

comme suit: 
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 Ponctuels : 

 Un défaut ponctuel ou passager se caractérise par une durée brève et un écart significatif par rapport 

à la moyenne locale. Ses origines sont le plus souvent localisées au niveau des systèmes de collecte 

et de transport des mesures (parasites  électromagnétiques, ...etc.). 

 Abrupts : 

 La caractéristique principale de ce type de défauts est la discontinuité dans l‟évolution temporelle de 

la variable. Cette évolution, si elle ne correspond pas aux évolutions dynamiques normales attendues 

pour la variable (changement de consigne), est caractéristique d‟une panne brutale de l‟élément en 

question : arrêt total ou partiel, Intermittents : Il s‟agit d‟un type de défauts caractéristiques de faux 

contacts ou de pannes intermittentes de capteurs. C‟est un cas particulier de défaut brutal sur un 

capteur avec perte aléatoire de signal, 

 Graduels :  

Ils apparaissent de manière progressive avec une amplitude croissante. Ils se présentent sous la forme 

de dérives souvent dues au vieillissement ou à l‟usure. Ce type de défauts  est caractéristique d‟un 

encrassement ou d‟une dérive dans les paramètres caractéristiques du  procédé. Il s‟agit de défauts 

très difficiles à détecter, carleurs évolutions temporelles sont les mêmes que celles d‟une 

modification paramétrique lente représentant une non-stationnarité du procédé. 

 

Fig. 1.1: Différents types de défauts : a) défaut abrupt, b) défaut intermittent, c) défaut graduel 

 Les défauts peuvent également avoir un effet additif ou multiplicatif :   

- Défauts à effets additifs : Ils correspondent à des entrées inconnues agissant sur le système. 

En présence d‟un tel défaut, les grandeurs de sortie du système varient indépendamment des 

entrées connues. 
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- Les défauts à effets multiplicatifs: Les défauts à effets multiplicatifs correspondent à des 

modifications des paramètres du modèle représentant le système. Ils engendrent des 

variations des sorties dont l‟amplitude dépend des valeurs des unités connues. 

I.1 8  Caractéristiques d’un système de diagnostic 

L‟ensemble des caractéristiques souhaitées qu‟un système de diagnostic devrait posséder  

[Venkatasubramanian, 2003] est : 

a) Détection rapide. 

b) Isolation : c‟est l‟habilité pour différencier les défauts. 

c) Robustesse vis-à-vis de certains bruits et d‟incertitudes. 

d) Identification de nouveauté : on se réfère à la capacité de décider si le processus est en état normal 

ou anormal. Dans le cas d‟anomalie, il faut identifier s‟il s‟agit d‟un défaut connu ou d‟un nouveau 

défaut. 

e) Estimation de l‟erreur de classification du défaut (diagnostic) en vue de sa fiabilité. 

f) Adaptabilité: le système de diagnostic devrait être adaptable aux changements de conditions du 

processus (perturbations, changements d‟environnement). 

g) Facilité d‟explication de l‟origine du défaut et de la propagation de celui-ci. Ceci est important 

pour la prise de décision en ligne. 

h) Conditions de modélisation : pour le déploiement rapide et facile des classificateurs de 

diagnostic en temps réel, l‟effort de modélisation devrait être aussi minimal que possible. 

i) Facilité de mise en oeuvre informatique (faible complexité dans les algorithmes et leur  

implémentation) et capacité de stockage. 

j) Identification de multiples défauts : pour de grands processus, l‟énumération combinatoire de 

multiples défauts est trop importante et ils ne peuvent être explorés de manière exhaustive. 

I.1.9  Performance d'une procédure de diagnostic [9] 

Comment s'assurer que le système de diagnostic développé soit le plus performant possible ? 

Pour répondre à une telle question, il convient tout d'abord de définir en vertu de quels critères le 

système peut être évalué. D'une manière générale, nous pouvons regrouper les différents critères 

de performance du système de détection de la manière suivante : 

– Détectabilité, 

– Isolabilité, 

– Sensibilité, 
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– Robustesse, 

– Coût économique, 

– Temps de développement. 

La notion de détectabilité est l'aptitude du système de diagnostic à pouvoir déceler la présence d‟une 

défaillance sur le procédé. Elle est fortement liée à la notion d'indicateurs de défauts (résidus) : le 

générateur de résidu doit, d‟une certaine manière, être sensible à la défaillance que l‟on souhaite  

détecter. 

L‟isolabilité est la capacité du système de diagnostic à remonter directement à l‟origine du défaut. 

Une alarme engendre bien souvent de nouvelles alarmes et il devient dès lors difficile de retrouver 

l‟organe défaillant. La propriété d‟isolabilité est liée à la structure des résidus et à la procédure de 

détection elle-même. 

La sensibilité caractérise l‟aptitude du système à détecter des défauts d‟une certaine amplitude. Elle 

dépend non seulement de la structure des résidus mais aussi du rapport de l‟amplitude du bruit de 

mesure avec celle du défaut. 

La robustesse détermine la capacité du système à détecter des défauts indépendamment des erreurs 

de modélisation (sensibilité du résidu aux défauts et insensibilité vis-à-vis des perturbations). 

Généralement, la robustesse est définie par rapport à toutes les entrées inconnues. 

En pratique, d‟autres critères sont à prendre en considération. En phase d'industrialisation, les  

contraintes ergonomiques et économiques sont essentielles. La rapidité de détection peut être un  

facteur déterminant. De même, les coûts économiques vont conditionner la stratégie de diagnostic : 

le système nécessite-t-il des composants trop chers pour sa conception, le temps de développement 

est-il trop important ? Autant de points à vérifier afin de satisfaire le cahier des charges. 

I.1.10  Caractéristiques d’un système de diagnostic 

L‟ensemble des caractéristiques souhaitées qu‟un système de diagnostic devrait posséder 

[Venkatasubramanian, 2003] est : 

a) Détection rapide. 

b) Isolation : c‟est l‟habilité pour différencier les défauts. 

c) Robustesse vis-à-vis de certains bruits et d‟incertitudes. 

d) Identification de nouveauté : on se réfère à la capacité de décider si le processus est en état normal 

ou anormal. Dans le cas d‟anomalie, il faut identifier s‟il s‟agit d‟un défaut connu ou d‟un nouveau 

défaut. 

e) Estimation de l‟erreur de classification du défaut (diagnostic) en vue de sa fiabilité. 
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f) Adaptabilité: le système de diagnostic devrait être adaptable aux changements de conditions du 

processus (perturbations, changements d‟environnement). 

g) Facilité d‟explication de l‟origine du défaut et de la propagation de celui-ci. Ceci est important 

pour la prise de décision en ligne. 

h) Conditions de modélisation : pour le déploiement rapide et facile des classificateurs de diagnostic 

en temps réel, l‟effort de modélisation devrait être aussi minimal que possible. 

i) Facilité de mise en oeuvre informatique (faible complexité dans les algorithmes et leur    

implémentation) et capacité de stockage. 

j) Identification de multiples défauts : pour de grands processus, l‟énumération combinatoire 

de multiples défauts est trop importante et ils ne peuvent être explorés de manière exhaustive. 

I.1.11  Les étapes du diagnostic : 

 

 

 

 

 

 

 

 

Figure I-2 : Les Etapes du Diagnostic 

 

I.2  Présentation des méthodes de diagnostic [10] : 

Selon que l‟on dispose, ou pas, d‟un modèle mathématique représentatif du système, les méthodes de 

diagnostic se répartissent en deux grandes classes.  Dans le premier cas, on utilise   des redondances 

d‟informations et la connaissance fournie par le modèle mathématique pour caractériser le mode de 

fonctionnement ou l‟état du système, puis décider s‟il est normal ou anormal. Dans le deuxième cas, 

c‟est l‟analyse des données fournies par le système qui permet de décider de son état. 

Acquisition de donnés 

Perception du système 

Détection de défauts 

Localisation de défauts 

Identification de défauts 

Pronostic d‟évaluation de défauts 

Module de 

diagnostic 
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Les méthodes les plus familières aux automaticiens sont les méthodes basées sur l‟utilisation de 

modèles mathématiques. Celles-ci utilisent la redondance existante entre les différentes variables 

mesurées en termes de relations statiques ou dynamiques. 

Dans l‟étude qui suit, il sera question de présenter les différentes méthodes de détection et d‟isolation 

des défauts. L‟intérêt portera surtout sur les méthodes à base de modèle mathématique. 

I.2.1  Diagnostique par traitement du signal : 

Le traitement et l‟analyse d‟un signal peuvent être parfois utiles dans le domaine de diagnostic en 

effet, La mesure d‟un signal indique des oscillations qui peuvent être harmoniques, de nature 

stochastique ou les deux simultanément. La variation de ces signaux peut être reliée aux défauts. 

Ainsi, d‟une manière générale, on peut déterminer les caractéristiques d‟un signal relatif à un défaut 

en déterminant par exemple son amplitude. Il existe toutefois d‟autres possibilités qui consistent à 

déterminer les fonctions d‟auto corrélation, les transformées de Fourier ou la densité spectrale. 

I .2.2  Méthodes de diagnostic à base de modèles qualitatifs  [10] : 

Les modèles qualitatifs permettent d‟abstraire le comportement du procédé avec un certain degré 

d‟abstraction à travers des modèles non plus mathématiques mais des modèles de type symbolique. 

Ces modèles décrivent d‟une manière qualitative l‟espace d‟état continu du système. Contrairement 

aux modèles de type numérique, les modèles qualitatifs ne représentent pas la physique du système, 

mais ils le décrivent en termes de mode de fonctionnement. 

I.2.3  Méthodes de diagnostic à base de modèles quantitatifs : 

Ces méthodes reposent sur l‟estimation de l‟état, des paramètres ou de l‟espace de parité   en utilisant 

des modèles mathématiques du système décrivant le comportement du système. Si l‟écart entre ces 

modèles et les variables du système dépasse un certain seuil, une défaillance est alors détectée. A ce 

moment, un résidu sera généré et comparé avec toutes les signatures des défauts connues, afin 

d‟isoler et d‟identifier la défaillance. Parmi les différentes méthodes de détection et de diagnostic 

utilisant des modèles mathématiques, nous trouvons principalement celles utilisant l‟espace de parité, 

l‟estimation paramétrique et celle à base d‟observateurs. 

I.2.3.1 Méthodes de diagnostic à base de modèle : 

Le principe de ces méthodes consiste à comparer le comportement du système avec le comportement 

du modèle qualitatif et/ou quantitatif établi. Tout écart est alors synonyme d‟une défaillance. Il est 

nécessaire donc d‟avoir des connaissances approfondies sur le procédé à diagnostiquer sous la forme 
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d‟un modèle représentatif, qui fournit des grandeurs caractéristiques du procédé qui seront 

constamment comparées aux grandeurs issues du procédé réel. 

Selon le type du modèle (qualitatif et/ou quantitatif), on peut distinguer deux branches de méthodes : 

les méthodes quantitatives issues de la communauté FDI (Faut Détection and Isolation) et les 

méthodes qualitatives issues des communautés intelligence artificielle. La dissociation entre les 

méthodes qualitatives et les méthodes quantitatives n‟implique pas que ces deux aspects sont 

disjoints. En réalité, ces deux types d‟approche peuvent coexister au sein d‟une même méthode de 

diagnostic. 

I.2.3.2 Espace de parité : 

Cette méthode est utilisable à la fois dans le cas des systèmes déterministes et dans le cas des 

systèmes stochastiques. Elle s‟appuie sur l‟élaboration de signaux permettant de tester la cohérence 

des mesures par rapport à leurs valeurs calculées à l‟aide d‟un modèle (on parle aussi de consistance 

des mesures, de leur parité). D‟un point de vue général, la méthode consiste à vérifier les relations 

algébriques entrées/sorties du modèle en utilisant les mesures réelles. Pour cela, les signaux recueillis 

sur le système sont injectés dans les relations entrées/sorties et les signaux ainsi créés sont utilisés 

comme résidus. La méthode a été développée au début pour le cas statique, puis elle été généralisée 

plus tard pour cas des systèmes dynamiques. Cette généralisation utilise la redondance temporelle, 

c‟est à- dire des relations faisant intervenir les valeurs des sorties des capteurs et les entrées des 

actionneurs à différents instants. Enfin, la redondance fréquentielle est également utilisée. 

I.2.3.3  Méthodes d’estimation paramétrique[10] : 

Quand la structure du modèle est connue la détection et la localisation des défauts peuvent être 

effectuées en utilisant des techniques d‟identification. L‟idée de base consiste à estimer les 

paramètres du système en temps réel et de les comparer aux paramètres non affectés par les défauts. 

Pour cela on doit établir un modèle mathématique du système à diagnostiquer et décrire toutes les 

relations qui existe entre les constantes physiques et les paramètres du modèle, puis estimer les 

paramètres du système ainsi que ceux du modèle à partir des entrées et sorties du système. Le vecteur 

de résidus est obtenu en faisant la différence entre les grandeurs estimées et les valeurs nominales. 

I.2.3.4  Méthodes de diagnostic à base d’observateurs  [10] : 

Cette approche s‟appuie sur une bonne connaissance du modèle et de ses paramètres, et nécessite 

l‟intégration des diverses relations qui, contrairement aux relations de parité, sont différentielles. Le 

diagnostic de défaut à base d‟observateurs est basé sur le principe de génération de résidus en 
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comparant les grandeurs disponibles du système réel aux grandeurs estimées (issues de 

l‟observateur). L‟état du système est reconstruit en se recalant à l‟aide de certaines mesures, le gain 

de l‟estimateur dépendant des objectifs et des performances désirées. Dans le cas des systèmes 

linéaires, la structure de base des reconstructeurs est toujours la même, un modèle parallèle corrigé à 

l‟à l‟aide de l‟erreur d‟estimation multipliée par un gain adéquat, mais dans le cas non linéaires le 

problème s‟avère difficile. 

        -En diagnostic, la construction d‟observateur est beaucoup plus complexe que ce qu‟il en est 

dans le cas de commande dans la mesure où les paramètres d‟observateurs jouent un rôle aussi sur la 

manière dont les défauts vont affecter les résidus. En plus d‟assurer la stabilité, ces paramètres 

doivent permettre de structurer les résidus afin de localiser les défauts. Cependant, pour ce type de 

stratégie, si une anomalie apparaît, elle affecte en général toutes les composantes du vecteur résidus ; 

de ce fait, le problème de localisation est plus complexe que ce qu‟il en est dans le cadre de l‟espace 

de parité. Pour résoudre ce problème, une solution consiste à construire des bancs d‟observateurs où 

chacun d‟entre eux surveille un défaut. 
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I. 3  Principe du diagnostic : 

Le diagnostic détermine comment une faute affecte les sorties du processus. Dans l‟approche FDI 

décrite auparavant, la détection d‟erreur et le diagnostic de faute regroupent trois étapes : 

 Détecter l‟existence d‟une erreur. 

 Localiser la faute. 

 Caractériser l‟amplitude de la faute (identifier) 

L‟étape de détection et de localisation sont toujours mis en œuvre en surveillance. La localisation est 

introduite lorsqu‟aucune décision d‟action sur la commande n‟est requise. La localisation et 

l‟identification constituent le diagnostic de fautes. La combinaison des trois fonctions présentées est 

définie par la stratégie de surveillance ou de supervision mis en œuvre. L‟algorithme de diagnostic 

doit être : insensible aux perturbations, rejeter les bruits, robuste par rapport aux erreurs de 

modélisation, et sensible par rapport aux défauts (Voir figure  I.4) [10]. 

 

 

 

 

 

 

 

 

 

 

 

Figure I-4 : Principe du diagnostic 
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I.3.1  Principe des méthodes de reconnaissance des formes en diagnostic [10] 

La reconnaissance des formes (RdF) est un des nombreux aspects de l'intelligence artificielle. A 

partir d'un ensemble de données ou d'informations apprises, elle offre la possibilité d'interpréter toute  

nouvelle observation (ou forme). Les observations déjà connues sont regroupées en classes,  

constituant des prototypes auxquels la nouvelle observation est comparée pour être identifiée.  Les 

algorithmes utilisés permettent donc de classer des observations dont les propriétés ont varié par  

rapport à une observation type. Il s'agit donc d'un outil qui a, entre autres, la capacité d'apprentissage 

[Dubuisson, 90]. 

Il existe deux types de reconnaissance des formes. Le premier, appelé reconnaissance des formes 

structurelle, utilise la grammaire. Les formes y sont essentiellement caractérisées par des propriétés 

grammaticales. Le second type de reconnaissance des formes, couramment qualifié de   

reconnaissance des formes statistique, se base sur des propriétés numériques des formes 

étudiées. C'est dans ce deuxième contexte que se situe notre étude. 

Une forme est une observation réalisée sur le processus. Elle est caractérisée par un ensemble de 

paramètres (ou caractères), et représentée par un point dans l‟espace de dimension d, défini par les 

différents paramètres appelé espace de représentation. Comme les paramètres sont souvent des 

nombres réels, une forme „i‟ peut être définie par un vecteur 

Xi=[xi1, xi2,..., xid] de (Figure 2.1), appelé vecteur forme. 

 

Le principe de la reconnaissance est de savoir décider à quelle classe, parmi M classes connues, 

associer une nouvelle forme, X i= [xi1, xi2,..., xid] observée. En termes de diagnostic, les classes 

correspondent aux modes de fonctionnement connus. Elles constituent notre ensemble de données 

initiales, appelé ensemble d‟apprentissage et noté  Xa. Le fait de classer une nouvelle observation, 

revient à identifier un de ces modes. L‟élaboration d‟un système de diagnostic par RdF se déroule en 

trois phases: une phase de  perception, une phase d‟analyse et une phase d‟exploitation. 
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 La phase de perception constitue la source principale des informations sur le système. Elle 

n‟est pas seulement réservée pour le diagnostic par RF car elle est commune aux autres 

approches de diagnostic. Elle se compose de deux étapes. Une étape d‟acquisition des 

données  qui consiste à déterminer la configuration matérielle (le type, le nombre de capteurs 

à utiliser et la période d‟échantillonnage, etc.) nécessaire pour le recueil des signaux sur le 

système étudié. Les signaux acquis doivent fournir l‟information utile afin de juger de l‟état 

de fonctionnement dans lequel se trouve le système. Cette première étape est suivie d‟une 

phase de prétraitement des signaux (filtrage, débruitage,...). 

  La phase d'analyse au cours de laquelle il s'agit d'étudier les informations fournies par les 

capteurs implantés sur le système. Si ces informations sont sous formes de signaux, il alors 

est nécessaire d'en extraire des caractéristiques (ou paramètres) numériques. Ces paramètres, 

qui par ailleurs constituent le vecteur forme, doivent pouvoir décrire le comportement du 

système. De cette phase d'analyse doit également sortir la définition précise des classes qui 

représenteront les différents modes de fonctionnement. On dispose alors d'un ensemble de N 

observations  réparties en M classes. C'est l'ensemble d'apprentissage. Les observations d‟une 

classe représentent alors les prototypes de cette classe. Une procédure de classification est 

alors appliquée à l‟ensemble d‟apprentissage afin d‟établir des frontières entre les différentes 

classes. Cette procédure permettra de définir une règle pour affecter ou non une nouvelle 

observation à l‟une des classes connues lors de la phase d‟exploitation. La phase d'analyse est 

lourde en termes de calcul et nécessite souvent toute la connaissance du système étudié pour 

rechercher les paramètres adéquats par les méthodes de traitement adaptées. 

 La phase d‟exploitation (phase de décision) permet d‟associer une nouvelle observation X 

inconnue, recueillie sur le système à l‟une des classes définies lors de la phase de 

classification en appliquant la règle de décision associée. La bonne exploitation du système 

décisionnel dépend de la pertinence du vecteur forme et des performances de la règle de 

décision. Dans les sections suivantes, les différentes étapes nécessaires à la conception du  

diagnostic par RdF vont être détaillées. 

 

I.3.2  Classification des méthodes de diagnostic [10] 

Les premières méthodes de diagnostic furent basées sur la redondance des matériels jugés critiques 

pour le fonctionnement du système. La redondance matérielle est très répandue dans les domaines où 

la sûreté de fonctionnement est cruciale pour la sécurité des personnes et de l‟environnement, comme 

dans l‟aéronautique ou le nucléaire. Les principaux inconvenants de la redondance matérielle sont 

liés aux coûts dus à la multiplication des éléments ainsi qu‟à l‟encombrement et aux poids 

supplémentaires qu‟elle génère. On peut globalement distinguer deux grandes familles de méthodes 

de diagnostic.  

     -Les méthodes basées sur une modélisation des systèmes ou sur des signaux, qualifiées de « 

Méthodes avec connaissance à priori » 

     -Les méthodes basées sur l‟intelligence artificielle également appelées « méthodes sans 

connaissance à priori ». 
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Ces deux méthodes coexistent au sein d‟un même système de diagnostic. Cette utilisation conjointe 

des deux approches qualitatives et quantitatives, permet l‟exploitation de l‟ensemble des 

connaissances disponibles concernant le fonctionnement du système. La figure 1.5 donne un 

panorama général des différentes méthodes de diagnostic. 

I .3.3 Méthodes de diagnostic à base de modèle  [10] : 

Le principe de ces méthodes consiste à comparer le comportement du système avec le comportement 

du modèle qualitatif et/ou quantitatif établi. Tout écart est alors synonyme d‟une défaillance. Il est 

nécessaire donc d‟avoir des connaissances approfondies sur le procédé à diagnostiquer sous la forme 

d‟un modèle représentatif, qui fournit des grandeurs caractéristiques du procédé qui seront 

constamment comparées aux grandeurs issues du procédé réel. 

Selon le type du modèle (qualitatif et/ou quantitatif), on peut distinguer deux branches de méthodes : 

les méthodes quantitatives issues de la communauté FDI (Faut Détection and Isolation) et les 

méthodes qualitatives issues des communautés intelligence artificielle. La dissociation entre les 

méthodes qualitatives et les méthodes quantitatives n‟implique pas que ces deux aspects sont 

disjoints. En réalité, ces deux types d‟approche peuvent coexister au sein d‟une même méthode de 

diagnostic. 
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I.3.4  Les Avantages du diagnostic : 

 Applicable aux systèmes linaires et non linéaires 

 Méthodes très répandues 

 Possibilité de découpler les réponses des entrées inconnues 

 Méthode plus robuste aux bruits de mesures 

 La connaissance sur le système est découplée de la connaissance de diagnostic 

 Il s‟agit de connaissance de conception plutôt que d‟exploitation 

 Les fautes et les symptômes ne doivent pas être anticipés 

 Le coût de développement et de maintenance est moindre 
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 Les modèles fournissent un support adéquat pour l‟explication (structure du système explicitement 

représentée). 

 

I.3.5 Les Inconvénients du diagnostic : 

 

 Nécessité d‟avoir un modèle précis et complet 

 Mal adaptée au processus complexe 

 Erreur de diagnostic due aux perturbations 

 Pas de garantie de détection si le type de défaut n‟a pas été modélisé 

 Adaptabilité difficile aux changements de processus et manque de méthode générale dû au 

caractère 

 Local du modèle (appliqué au système étudié). 
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II-1 Introduction :   

        Cette méthode est utilisable à la fois dans le cas des systèmes déterministes et dans le 

cas des systèmes stochastiques. Elle s‟appuie sur l‟élaboration de signaux permettant de tester la 

cohérence des mesures par rapport à leurs valeurs calculées à l‟aide d‟un modèle (on parle aussi de 

consistance des mesures, de leur parité). D‟un point de vue général, la méthode consiste à vérifier la 

fermeture algébrique des relations entrées/sorties du modèle en utilisant les mesures réelles. Pour 

cela, les signaux recueillis sur le système sont injectés dans les relations entrées/sorties et les signaux 

ainsi créés sont utilisés comme résidus. La méthode a été développée dans le cas statique par (Potter 

and Sumen, 1977). Les travaux de (Chow and Willsky, 1984) et (Lou et al. 1986) constituent une 

généralisation dans le cas des systèmes dynamiques. Cette généralisation utilise la redondance 

temporelle, c‟est- à-dire des relations faisant intervenir les valeurs des sorties des capteurs et les 

entrées des actionneurs à différents instants. Enfin, la redondance fréquentielle est également utilisée 

(Ding and Frank, 1990) et (Ragot et al. 1993). 

       Les méthodologies utilisant l‟espace de parité ont connu un essor important dû à la simplicité de 

leur conception. Il s‟agit d‟écrire les relations algébriques liant les entrées et les sorties du système, 

en éliminant  toutes les autres variables. On peut distinguer deux méthodes dans cette approche  

Espace de parité généré par la redondance directe ou statique ; Ensemble de relations algébriques 

entre les mesures fournies par les différents capteurs. 

       Espace de parité généré par la redondance temporelle ou dite dynamique; Ensemble des 

équations différentielles ou récurrentes entre les sorties des capteurs et les entrées du système. 

II.2  Remarques sur l’espace de parité 

      Bien que la matrice de parité définissant l‟espace de parité (temporel) puisse exister du 

point de vue théorique, il est possible que l‟on ne puisse pas trouver numériquement une matrice qui 

élimine complètement les variables inconnues pour former les équations de 

redondance. La détermination du noyau d‟une matrice de grande dimension est très sensible 

numériquement aussi une faible erreur de mesure ou de modélisation peut entraîner un résidu non 

nul. Dans la pratique, on est le plus souvent amené à chercher une matrice approchée, c‟est-à-dire 

que l‟orthogonalité sera parfaitement satisfaite pour certaines valables et de façon approchée pour 

d‟autres. La conséquence pour les résidus est la perte de robustesse, le résidu n‟étant plus nul en 

absence de défauts. Pour plus de détails sur les travaux utilisant l‟espace de parité, on se référera à 

(Desai and Ray, 1981) (Chow and Willsky, 1984) (Frank, 1990) (Patton, 1994) (Gertler and Kunwer, 

1995). 
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II.3 Redondance matérielle [11] 

        L'idée première, pour s'assurer de la validité d'une mesure, est de doubler (système 

duplex), tripler (système triplex), ..., multiplier les chaînes de mesure. Cette redondance, dite 

matérielle, permet une détection voire une localisation des capteurs défaillants. La fiabilité et la 

simplicité de la méthode ont, pour contrepartie, un surcoût de l'installation et une diminution du 

temps moyen de bon fonctionnement.  

La redondance matérielle double (figure II- 1) ne permet que la détection d'une panne simple. 

 

 

Figure II.1 : redondance matérielle  double 

 

      Si m1 et m2 sont les mesures issues de deux capteurs identiques soumis au même mesurande, m1 

f et m2 f , ces mêmes valeurs filtrées, la différence m1 f − m2 f est comparé à un seuil fonction des 

tolérances et des caractéristiques statistiques des bruits de mesure. Cette méthode détecte une panne 

de capteur mais ne localise pas le capteur en panne. 

         Les systèmes triplex (figure II-2) ou plus, permettent la détection et la localisation de la 

panne capteur en utilisant, en cascade, un détecteur. 
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Figure 2.2 : redondance matérielle triple [11] 

 

      Le détecteur calcule trois "résidus" 

 r1, r2 et r3 : r1 = m1 f − m2 f , r2 = m1f − m3 f et r3 = m2 f − m3 f. 

Le rôle du voteur est de déterminer le capteur en panne. Cette décision peut être prise en prenant en 

compte les caractéristiques statistiques précédentes et en analysant la dispersion des trois mesures. 

L'approche redondance matérielle est très efficace bien qu'elle ne couvre pas les pannes de mode 

commun : panne d'alimentation électrique, panne de masse etc... Le coût et l'encombrement ainsi 

qu'un champ d'application strictement limité aux pannes capteurs constituent les inconvénients 

majeurs de cette méthode. 

II.4 Redondance analytique 

        Une autre solution consiste à utiliser les relations qui existent entre les mesures de 

grandeurs dépendantes qu'elles soient ou non de même nature. Cette méthode, appelée redondance 

analytique, ne peut être mise en œuvre que si l'indispose d'un modèle statique ou dynamique, linéaire 

ou non linéaire, déterministe ou stochastique du système ou du sous-système reliant les entrées et les 

sorties mesurées. La technique de redondance analytique permet une exploitation optimale de toutes 

les informations acquises dans le cadre d'une configuration d'instrumentation donnée. Elle vient en 

complément de la redondance matérielle et peut permettre d'en réduire le degré de redondance. 

      La redondance analytique consiste à utiliser des informations supplémentaires issues de modèles 

générant des grandeurs homogènes à celles provenant de capteurs.  

      Elle exploite la redondance informationnelle contenue implicitement dans un ensemble de 

mesures. L'utilisation des techniques de redondance analytique repose sur la disponibilité d'un 

modèle de connaissance ou de représentation ; elle augmente fortement l'ordre de la redondance et a 

pour conséquences d'augmenter la fiabilité et la sûreté d'un système de détection, de remplacer un 

capteur matériel par un "capteur mathématique" ou "capteur informationnel" et de permettre 

l'implantation  pour un système de redondance matérielle double. 
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Figure II.3 : redondance matérielles et analytique 

 

        C'est une technique de base pour la conception de systèmes de diagnostic et pour l'établissement 

d'un cahier des charges incluant la définition de l'instrumentation minimale requise et celle des 

performances du système de diagnostic (robustesse, précision, sûreté,...). La redondance analytique 

dont l'utilisation permet la détection et la reconnaissance de défauts de fonctionnement de façon à 

effectuer des actions correctives appropriées, repose sur des relations de cause à effet, statiques ou 

dynamiques, qui existent entre les entrées et les sorties observées d'un système.  

Son champ d'application ne se limite donc pas aux pannes de capteurs mais s'étend aux pannes des 

actionneurs ou à celles du procédé lui -même. L'approche utilisant la redondance analytique se 

décompose généralement en deux phases distinctes. La première concerne la génération de résidus 

caractéristiques de la panne. Ils représentent les écarts entre le comportement observé du système et 

le comportement de référence attendu en fonctionnement "normal". Ces résidus sont généralement à 

moyenne nulle et ont une variance déterminée en l'absence de défauts de fonctionnement. Le 

problème qui se pose au concepteur du système de diagnostic est de sélectionner les résidus 

satisfaisant le compromis : sensibilité maximum aux pannes que l'on cherche à détecter - sensibilité 

minimum aux erreurs de modélisation et aux bruits de mesure. Ces résidus sont donc obtenus 

principalement à l'aide des deux approches suivantes  

-  soit par une approche physique qui se fonde sur l'utilisation d'un modèle de connaissance. 

Les résidus traduisent alors le degré de satisfaction des lois de la physique, en particulier les 

lois de conservation de la masse, de l'énergie ou de la quantité de mouvement.  Les résidus 

ont alors une signification physique évidente et constituent des résidus de bilan 

-  soit par une approche mathématique autour d'un formalisme de représentation du type 

"représentation d'état" qui conduit au concept d'espace de parité simple et généralisé (ou autre 

méthode liée directement). 

      Le formalisme d'état est puissant et bien adapté à une grande classe de problèmes régis par des 

équations différentielles. La seconde étape concerne la prise de décision qui a trait à la détection et 

éventuellement 
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 à la localisation d'un élément défaillant. Elle met en œuvre des techniques de détection de ruptures 

et de tests multi-hypothèses. Ces deux phases sont intimement liées et elles doivent être adaptées et 

étudiées ensemble lors de la résolution du problème. 

II .5  approche espace de parité – cas statique  

      L'objet de cette méthode ne concerne pas uniquement la génération des relations de redondance, 

elle explicite également leur utilisation pour la détection et la localisation des défaillances de 

capteurs. Cette méthode a été développée initialement dans le cadre de l'étude des centrales 

inertielles à composants liés appelées "strap-down" utilisées en avionique. Elle a permis de montrer 

qu'un système trois axes quadruplex (capteurs quadruplés pour des raisons de sécurité) nécessitant 

douze accéléromètres, peut être réduit à un système n'utilisant que six accéléromètres correctement 

orientés. 

II.5.1  Espace de parité généré par la redondance directe 

      Dans le cas statique, on suppose que le système est décrit par l‟équation suivante : 

 

                                                      𝑦(𝑘)  =  𝐶𝑥(𝑘)  +  𝑓 (𝑘)                                                           (II.1) 

 

où x(k) est l‟état du système de dimension n, y(k) est la mesure de dimension p et f (k) 

désigne les défauts capteurs (de dimension p). On forme alors le résidu r(k) (vecteur de parité) par 

combinaison linéaire des mesures de sortie : 

                                                            𝑟(𝑘)  =  𝑊 𝑦(𝑘)                                                                  (II.2) 

Où la matrice W est choisie pour assurer, en absence de défauts, un résidu nul et ceci 

indépendamment de l‟état x(k) inconnu. A partir des deux expressions précédentes, on déduit la 

condition sur W : 

                                                                  𝑊 𝐶 =  0                                                                       (II.3) 

 

En présence de défauts, r(k) est non nul si W est de plein rang colonne. Il s‟agit bien donc d‟un 

résidu. 

                                                              𝑟(𝑘)  =  𝑊 𝑓 (𝑘)                                                                (II.4) 

    Une condition suffisante d‟existence de W soit satisfaite. 

Autrement dit, le noyau à gauche de C ne doit pas être de dimension nulle, donc les 

mesures sont linéairement dépendantes. Cette condition statique traduit l‟existence de redondance 

directe entre les sorties des capteurs à tout instant. La matrice W se  alors facilement à l‟aide des 

conditions supplémentaires de Potter et Suman (Potter and Suman, 1977) : 

 

 

                                                       𝑊 𝑇 𝑊 =  𝐼𝑝 −  𝐶 𝐶𝑇 𝐶 − 1𝐶𝑇                                           (II.5) 
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  𝑊 𝑊 𝑇 =  𝐼𝑝 − 𝑛                                                               (II.6) 

    Les vecteurs colonnes de la matrice W définissent une base orthogonale de l‟espace que l‟on 

nomme espace de parité. Cette formulation peut être généralisée au cas où l‟équation de sortie (II.1) 

est décrite par : 

                                                               𝑦(𝑘)  =  𝐶𝑥(𝑘)  +  𝐿𝑓 (𝑘)                                                (II.7) 

 

Montrant l‟influence des défauts sur les sorties dans des directions privilégiées données 

par les colonnes de la matrice L. 

II.5.2  Calcul du vecteur parité 

Considérons le cas général d'une équation de mesure à l'instant k : 

 

                                                             𝑦(𝑘)  =  𝐶𝑥(𝑘 )  + 𝜀 (𝑘)  +  𝐹𝑑(𝑘)                                   (II.8) 

                                          𝑥 ∈ 𝑅 𝑛, 𝑦 ∈ 𝑅𝑚 , 𝑑 ∈ 𝑅 𝑝 , 𝜀 ∈ 𝑅 𝑚  𝐶 ∈ 𝑅𝑚. 𝑛, 𝐹 ∈ 𝑅𝑚. 𝑝 

 

       Où y(k) est le vecteur de mesure, x(k) le vecteur des variables à mesurer, d(k) le vecteur des 

défauts pouvant affecter certains capteurs et ε(k) le vecteur des bruits de mesure ; C est la matrice 

caractérisant le système de mesure et F est la matrice qui traduit la direction des défauts. Dans la 

suite, on considère le cas où le nombre de mesures m est supérieur au nombre de variables n de façon 

à se placer dans une situation de redondance (cette condition est suffisante mais non nécessaire). 

 

      On souhaite analyser la consistance des mesures et détecter la présence des défauts ; pour cela on 

cherche à établir des relations entre les mesures qui sont indépendantes des grandeurs inconnues 

mais qui restent sensibles aux défauts.       On définit le vecteur parité p(k) projection du vecteur des 

mesures y(k) : 

 

                                                                         𝑝(𝑘)  =  𝑊𝑦(𝑘)                                                      (II.9) 

 

 où W est une matrice de projection. Parmi les propriétés de cette matrice, son orthogonalité avec C 

entraîne en particulier : 

 

                                                              𝑝 𝑘 =  𝑊𝜀 𝑘 +  𝑊𝐹𝑑 𝑘                                              (II.10) 

   On note, que dans le cas idéal − absence d‟erreurs de mesure ε(k) et de défauts d(k) - le vecteur 

parité est nul. Par conséquent, l'équation (II .9) traduit l'ensemble des redondances qui lient les 

mesures y(k)  
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                                                                            𝑊𝑦(𝑘)  =  0                                                       (II.11) 

      On peut noter que l'expression (2.9) permet le calcul numérique du vecteur parité à partir des 

mesures, c'est la forme de calcul du vecteur parité, alors que l'expression (II.10)  explique l'influence 

des erreurs de mesure et des défauts, c'est sa forme d'évaluation.  De nombreuses méthodes peuvent 

être employées pour la détermination de cette matrice W. On peut, par exemple, effectuer une 

élimination directe par substitution des inconnues. La matrice C, de rang m, peut être décomposée 

sous la forme : 

                                                                              𝐶 =  𝐶1
𝐶2
                                                           (II.12) 

     Où C1 est régulière. Une matrice orthogonale à C s'écrit alors simplement : 

 

                                                                   𝑊 =  ( 𝐶2 𝐶1 − 1 –  𝐼 )                                             (II.13) 

 II.5. 3 Extension aux systèmes avec contraintes 

      Le formalisme précédent s'étend aisément au cas de systèmes de mesure dont les variables sont 

contraintes. Cette situation apparaît quand on considère un processus caractérisé par un modèle et 

une équation de mesure : 

                                                               
𝑦 𝑘 = 𝐶𝑥 𝑘 + ℇ 𝑘 + 𝐹𝑑(𝑘)

𝐴𝑥 𝑘 = 0                                       
                                    (II.14) 

On retrouve la structure du cas non contraint en écrivant ce système sous la forme agrégée : 

                                                       
𝐼
0
 𝑦 𝑘 =  

𝐶
𝐴
 𝑥 𝑘 +  

𝐼
0
 ℇ 𝑘 +  

𝐹
0
 𝑑(𝑘)                       (II.15) 

 

     Comme précédemment, la génération du vecteur parité et des équations de redondance qui lui 

sont associées repose sur l'élimination des variables inconnues x(k) . Il suffit donc de chercher une 

matrice W telle que : 

                                                                                       𝑊  
𝐶
𝐴
 = 0                                              (II.16) 

Le vecteur parité est alors défini par ses formes calcul (II.17) et “explication” (II.18) : 

                                                                                𝑝 𝑘 = 𝑊  
𝐼
0
 𝑦 𝑘                                        (II.17) 

                                                                    𝑝 𝑘 = 𝑊  
𝐼
0
 ℇ 𝑘 + 𝑊  

𝐹
0
 𝑑(𝑘)                          (II.18) 

     Comme précédemment le vecteur d(k ) peut être décomposé en composantes vis-à-vis desquelles 

on souhaite être sensible et en composantes vis-à-vis desquelles on souhaite être insensible. 
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II.5.4   Décomposition systématique 

      Les résultats issus de la classification des variables par l‟analyse d‟observabilité peuvent être 

utilisés pour l‟extraction des équations de redondance. Les systèmes contraints  et non contraints  

peuvent être traités de la même manière sous réserve de transformations préalables (élimination de la 

contrainte). Considérons en effet le système, les colonnes de la matrice des contraintes A peuvent 

être permutées de façon à faire apparaître la partie régulière A1 de A. La contrainte s‟écrit alors : 

 

                                                                  𝐴1
 𝐴2  

𝑥1 𝑘 

𝑥2 𝑘 
 = 0                                                      (II.19) 

La matrice A1 étant régulière, on peut alors exprimer une partie de l‟état en fonction de l‟autre. Le 

vecteur d‟état s‟écrit alors : 

                                           𝑥 𝑘 =  −𝐴₁−1   𝐴₂
𝐼

 𝑥₂(𝑘)                               (II.20) 

Le report de cette expression dans l‟équation de mesure de permet d‟écrire : 

                                                         𝑦 𝑘 = 𝐶  −𝐴₁−1   𝐴₂
𝐼

 𝑥2 𝑘 + ℇ 𝑘 + 𝐹𝑑(𝑘)                       (II.21) 

     Cette expression revêt une forme tout à fait identique à la description des systèmes non contraints. 

De manière générale, les deux types de systèmes   peuvent donc être décrits par l‟équation : 

                                                                −𝐼  𝐶  𝑦 𝑘 

𝑥 𝑘 
 = ℇ 𝑘 + 𝐹𝑑(𝑘)                                     (II.22)                     

Ou encore, avec une écriture plus “compacte” : 

                                                                              𝑀𝑍 𝑘 = 𝑏(𝑘)                                                 (II.23) 

      L‟analyse d‟observabilité d‟un tel système peut être conduite de la manière suivante. La matrice 

de contrainte M est tout d‟abord partitionnée en accord avec le partitionnement de z en composantes 

mesurées et non mesurées : 

                                                                              𝑧 𝑘 =  −𝑍𝑚 (𝑘)
𝑧𝑚   (𝑘)

                                                (II.24) 

                                                                                𝑀 = (𝑀𝑚    𝑀𝑚 )                                             (II.25) 

 

 

Des permutations de lignes et de colonnes permettent ensuite de faire apparaître la 

partie régulière Mm11 de la matrice Mm : 
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𝑀 =

 

 
 𝑀𝑚1

 

𝑽𝒂𝒓𝒊𝒂𝒃𝒍𝒆𝒔
𝒎𝒆𝒔𝒖𝒓𝒆é𝒔

𝑀𝑚2

𝑀𝑀11 𝑀𝑀12
       

         𝑽𝒂𝒓𝒊𝒂𝒃𝒍𝒆𝒔 𝒏𝒐𝒏
𝒎𝒆𝒔𝒖𝒓é𝒆𝒔

𝑀𝑚 21𝑀𝑚 22

 

 
 

                                           (II.26) 

                                                             𝑇 =  
𝑀𝑚   11

−1                         0

−𝑀𝑚   21𝑀𝑚   11
−1          𝐼

                                                      (II.27) 

 

                                                        𝑀 =  𝑀1 

𝑽𝒂𝒓𝒊𝒂𝒃𝒍𝒆𝒔
𝒎𝒆𝒔𝒖𝒓𝒆é𝒔

𝑀𝑟
   𝐼             𝑀2       

         𝑽𝒂𝒓𝒊𝒂𝒃𝒍𝒆𝒔 𝒏𝒐𝒏
𝒎𝒆𝒔𝒖𝒓é𝒆𝒔

0                0
                                              (II. 28) 

La matrice Mr décrit alors les équations de redondance recherchées. 

II.5.5 Analyse du vecteur parité 

      En pratique, comme l'indique l'expression (II.10), le  vecteur parité est la somme de deux 

termes, le premier Wε(k) apporte une contribution aléatoire de statistique connue si celle du bruit 

ε(k) est connue, la seconde WFd (k) est une composante déterministe dont la direction est fixée par 

le rang du capteur en défaut et l'amplitude est fonction de celle de la défaillance du capteur. 

Lors d'une défaillance d'un capteur, l'amplitude du vecteur parité évolue et s'oriente dans la 

“direction de défaillance” associée au capteur concerné.  

On peut préciser ce point en étudiant les propriétés statistiques de p(k). 

     On suppose que ε suit une loi normale. En l'absence de défaillance (d(k) = 0) le carré 

de la norme du vecteur parité suit alors une loi du chi-2. On peut donc comparer cette 

norme à un seuil qui est fixé à partir d'un niveau de confiance associé à la loi de 

distribution du chi-2. Cette phase de détection de la présence d'une défaillance doit être complétée de 

façon à localiser la défaillance. Une solution simple repose sur l'analyse de la corrélation entre le 

vecteur parité et les différentes directions de défaillance matérialisées par les vecteurs formés par les 

colonnes de la matrice W et la détermination de la corrélation la plus grande. 

Une autre solution consiste à normaliser chaque composante du  vecteur parité afin de 

pouvoir comparer leurs amplitudes ou à prendre en compte la précision des mesures lors  de la phase 

de génération.  

      On présente ici le calcul du vecteur parité, en tenant compte de ces précisions. Considérons, à un 

instant donné k (non représenté afin de simplifier l'écriture) un ensemble de mesures redondantes 

liées par l'équation :  

                                                                           𝑦 = 𝐶𝑥 + ℇ                                                          (II.29) 

𝑜ù ∶  𝑦 ∈ 𝑅𝑚 , 𝑥 ∈ 𝑅𝑛 , 𝜀 ∈ 𝑅𝑚 , 𝐶 ∈ 𝑅𝑚. 𝑛 

    On note V la matrice de variance des erreurs de mesure. Pour normaliser le vecteur des mesures on 

utilise la variable réduite : 
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                                                                        𝑦 =  𝑉 − 1/2 𝑦                                                    (II.30) 

     Les colonnes de la matrice C définissent un sous-espace vectoriel de dimension n dans l'espace de 

mesure Rm. Le sous-espace vectoriel orthogonal à l'espace engendré par C est appelé espace de 

parité . Cet espace est de dimension m − n. On peut alors définir le vecteur parité p, projection de y 

sur l'espace de parité : 

                                                                           𝑝 =  𝑊𝑦                                                             (II.31) 

 W est la matrice de projection de dimension (m − n).m devant satisfaire les conditions suivantes : 

                                              𝑝 =  𝑊𝑦 =  𝑊𝑉 − 1/2𝐶𝑥 +  𝑊𝑉 − 1/2𝜀                                 (II.32)           

                                                                       𝑝 =  𝑊𝑉 − 1/2𝜀                                                   (II.33) 

      La deuxième relation (II .33) exprime juste une condition de normalité ; les vecteurs définis par 

les lignes de la matrice W doivent être orthonormés. Pour prouver la nécessité de (II.34), on peut 

remarquer que, compte tenu de (II.32), les colonnes de la matrice C et les lignes de la matrice W 

définissent une base de RM. Le vecteur de mesure y s'écrit donc en fonction de C et W : 

 

                                                               𝑦 =  𝑉 − 1/2𝐶𝑎 +  𝑊𝑇 𝑏                                             (II.34) 

Les valeurs de a et b s'obtiennent aisément en multipliant respectivement (A) par 𝐶𝑇 𝑉 − 1/2 et par  

                                                                                                                               

                                     𝑊: 𝐶𝑇 𝑉 − 1/2 𝑦 =  𝐶𝑇 𝑉 − 1𝐶𝑎 +  𝐶𝑇 𝑉 − 1/2𝑊𝑇 𝑏                          ( II.35) 

                                                          𝑊𝑦 =  𝑊𝑉 − 1/2𝐶𝑎 +  𝑊𝑊𝑇 𝑏                                      (II.36) 

Compte tenu des propriétés (II.32) et (II.33), ces équations permettent d'extraire facilement les 

valeurs de a et b que l'on peut ensuite reporter dans l'équation (A) : 

                                  𝑦 =  𝑉 − 1/2𝐶 𝐶𝑇 𝑉 − 1𝐶(𝑎 ) − 1𝐶𝑇 𝑉 − 1/2 𝑦 +  𝑊𝑇 𝑊𝑦                (II.37) 

D‟où : 

                                   𝑊𝑇 𝑊𝑦 =  𝐼 −  𝑉 − 1/2𝐶 𝐶𝑇 𝑉 − 1𝐶( 𝑎) − 1𝐶𝑇 𝑉 − 1/2                 (II.38) 

      On constate, en pratique, que les relations (B) sont insuffisantes pour déterminer W de  manière 

unique. Les auteurs de cette méthode ont alors imposé que les éléments wii soient positifs. La 

matrice W peut alors être calculée à l'aide de la relation (II.34), en utilisant par exemple une 

factorisation de Chole ski. 

      On peut ensuite déterminer les directions de panne dans l'espace de parité. Dans le cas de 

capteurs parfaits et en l'absence de bruits, on vérifie que le vecteur de parité (C) est nul. Dans la 

réalité, le bruit est non nul et il faut considérer la superposition de bruits aléatoires et de biais 

systématiques. Supposons par exemple, que l'on ait un biais d'amplitude δ sur le j
ième

 capteur. On 

définit le vecteur ej de dimension v, tel que toutes ses composantes sont nulles à l'exception de la j
ième

 

égale à 1. L'équation de mesure s'écrit alors : 
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                                                                    𝑦 =  𝐶𝑥 + 𝜀 +  𝛿 𝑒𝑗                                                       (II.39) 

D‟où l'expression du vecteur de parité : 

                                                            𝑝 =  𝑊𝑉 − 1/2𝜀 +  𝛿 𝑤. 𝑗𝑣𝑗𝑗 − 1/2                              (II.40) 

 

      Avec w.j j
ième

 colonne de la matrice W, définissant la j
ième

 direction de panne Dj dans l'espace de 

parité et v jj élément diagonal de la matrice V. le vecteur de parité est donc la somme de deux termes, 

le premier, WV −1/2ε apporte une contribution aléatoire de statistique connue si l'on connaît celle du 

bruit (le plus généralement considéré comme gaussien), le second, δw. jv jj−1/2 est une   composante 

déterministe, sa direction est fixée par le rang du capteur en défaut et son amplitude dépend de 

l'amplitude du biais. Il suffit alors de reconnaître la plus grande projection. 

Appelons pk , la projection du vecteur de parité p sur la direction de panne Dk , c'est-à-dire : 

 

                                                      𝑃𝑘 =
  𝑤𝑘    

𝑇  𝑃

 𝑊𝑘  
                                         (II.41)  

   Une forme matricielle permet aussi d'avoir l'ensemble des projections du vecteur p sur toutes les 

directions de panne possibles ; ce vecteur est défini par : 

                                                       𝑃𝑟𝑜𝑗(𝑝 / 𝑊 )  =  𝑑𝑖𝑎𝑔 ( 𝑊𝑇 𝑊) − 1/2 𝑊𝑇 𝑝                     (II.42) 

 Il suffit alors de repérer la projection la plus grande pour détecter la composante de y affectée par le 

biais. 

II. 6  L’espace de parité de cas dynamique :  

      Une représentation discrète est utilisée, mais l'ensemble des résultats de ce paragraphe se 

transcrit sans difficulté au cas continu.  A un instant donné, la redondance directe entre capteurs peut 

exister si certaines  sorties y sont liées d'un point de vue algébrique ; physiquement, cela correspond 

à la situation où une variable mesurée par un capteur peut être déduite instantanément à partir 

d'autres mesures. 

      Cette redondance directe (encore appelée massive ou matérielle) est très utile pour la détection de 

défauts de capteurs ; elle peut s'avérer coûteuse mais reste utilisée pour les systèmes à haut risque 

technologique. Elle offre cependant peu d'intérêt pour la  surveillance des actionneurs du système. 

Dans ce cas, la redondance temporelle, qui lie les informations de capteurs et d'actionneurs à 

différents instants, peut être d'un grand secours. 

II.6.1 Principe de la génération d'équations de redondance : 

     Considérons le modèle déterministe d'un système (E) où x est l'état inconnu, u et y les entrées et 

sorties connues. Dans tout ce qui suit et sans atteinte à la généralité, les mesures y dépendent 

seulement de l'état x et ne font pas intervenir l'entrée u : 
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𝑥 𝑘 + 1 = 𝐴𝑥 𝑘 + 𝐵𝑢(𝑘) + 𝐹1𝑑(𝑘)

𝑦 𝑘 = 𝐶𝑥 𝑘 + 𝐹2𝑑 𝑘                           
                                     (II.43) 

                                                           𝑥€𝑅𝑛 , 𝑦€𝑅𝑛 , 𝑢€𝑅𝑛 , 𝑑€𝑅𝑝                                                 

                                              𝐴€𝑅𝑛𝑛  , 𝐵€𝑅𝑛.𝑟 , 𝐶€𝑅𝑚.𝑛 , 𝐹1€𝑅𝑛.𝑝 , 𝐹2€𝑅𝑚.𝑝  

II.6.2 Relations d'auto-redondance 

     La notion d'auto-redondance ou de redondance directe est importante car elle est liée à la 

génération de relations exprimant au cours du temps la sortie d'un seul capteur. Pour cela, il suffit 

d'extraire la j
ième

 composante du vecteur d'observations en sélectionnant dans C la ligne Cj. 

L'équation (G) se réduit alors à : 

                                              𝑌𝑗 (𝑘, 𝑠)  −  𝐺 𝑗 (𝑠)𝑈(𝑘, 𝑠 )  =  𝐻𝑗 (𝑠)𝑥(𝑘)  +  𝐹𝑗𝐷(𝑘, 𝑠)             (II.44) 

où H j , Gj et Fj se déduisent des définitions de H , G et F en remplaçant C et F2 par leur j
ième

 ligne. 

Dans ce cas, si Ω j est une matrice orthogonale à H j (s), l'unique relation de parité relative au j
ième

 

capteur est définie par : 

                                                         𝑃𝑗 (𝑘)  =  Ω 𝑗 (𝑌𝑗 (𝑘, 𝑠)  −  𝐺 𝑗 (𝑠)𝑈(𝑘, 𝑠)                          (II.45) 

Précisons maintenant la valeur de la largeur de la fenêtre d′observation et cherchons en particulier sa valeur minimale. L′application du théorème de Cayley −

Hamilton implique  l′existence d′une valeur s j telle que ∶ 

si s <  𝑠 𝑗 𝑟𝑎𝑛𝑔( 𝐻 𝑗 (𝑠))  =  1 +  𝑠  

et s ≥  s j rang( H j (s))  =  sj 

Comme la ligne (s j + 1) de la matrice H j (s j ) est une combinaison linéaire des s j autres lignes, alors 

il existe un vecteur Ω j tel que : 

                                                                       Ω𝑗  

𝐶𝑗

𝐶𝐽  𝐴
…

𝐶𝑗  𝐴
𝑆𝑗
 = 0                                                       (II.46) 

On obtient alors l'équation de redondance relative au ji ème capteur ou équation d'auto -redondance : 

                                                        𝑃𝑗 (𝑘)  =  Ω 𝑗( 𝑌𝑗 (𝑘, 𝑠 𝑗 )  −  𝐺𝑗 (𝑠𝑗 )𝑈 (𝑘, 𝑠 𝑗 ))                 (II.47) 

Cette équation, qui ne fait intervenir qu'une seule sortie du système, explicite la redondance 

temporelle entre les entrées et la j
ième

 sortie et fournit ainsi un moyen de test du bon fonctionnement 

du j
ième 

capteur si on fait l'hypothèse du bon fonctionnement des actionneurs. Cependant, en présence 

de défauts simultanés des capteurs et de l'actionneur, l'occurrence des défauts pourra être détectée, 

mais la localisation précise des composants défaillants sera en général impossible à réaliser 

uniquement à partir de (K). 

II.6.3 Relations d'inter-redondance : 

   La redondance temporelle existe aussi entre plusieurs capteurs. Pour chaque matrice d'observation 

Hi construite à partir d'une seule sortie et de toutes les entrées, retenons uniquement les si premières 
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lignes indépendantes ( si a été défini par le théorème de Cayley-Hamilton). A partir de (F), on obtient 

donc, pour i = 1,..., m : 

        𝑌𝑖 (𝑘, 𝑠𝑖 −  1)  −  𝐺𝑖 (𝑠𝑖 −  1)𝑈(𝑘, 𝑠𝑖 −  1)  =  𝐻𝑖 (𝑠𝑖 −  1)𝑥(𝑘)  +  𝐹𝑖 𝐷(𝑘, 𝑠𝑖 −  1)   (II.48) 

   Pour obtenir une formulation unique regroupant toutes les sorties, on peut introduire des vecteurs 

communs U(k,s) et D(k, s) (où s = max(s1,s2 ,..., sm ) pour toutes les entrées U(k,si − 1) et D(k, si − 

1); dans certains cas, cela ne peut être possible qu'en complétant les matrices Gi avec des colonnes 

de “zéros”. Avec des définitions évidentes, le système peut s'écrire de façon condensée : 

 𝑌  𝑘, 𝑠1, . . . , 𝑠𝑚  −  𝐺 𝑠1, . . . , 𝑠𝑚  𝑈  𝑘, 𝑠 =  𝐻 𝑠1, . . . , 𝑠𝑚  𝑥 𝑘 +  𝐸(𝑠1, . . . , 𝑠𝑚 )𝐷(𝑘, 𝑠) (II.49) 

 Avec : 

                                                  𝑌 𝑘, 𝑠1, … , 𝑠𝑚   =  
𝑌1(𝑘,𝑠1−1)

⋮

𝑌𝑚(𝑘, 𝑠𝑚 − 1)
  

Comme dans le cas précédent, définissons une matrice Ω, orthogonale à H(s1,..., sm ). 

Les équations de parité sont alors données par l‟expression : 

                                      𝑃(𝑘)  =  Ω (𝑌 (𝑘, 𝑠1, . . . , 𝑠𝑚)  −  𝐺(𝑠1, . . . , 𝑠𝑚 )𝑈(𝑘, 𝑠))                      (II.50) 

 

II.7 Espace de parité généré par la redondance temporelle : 

     L‟espace de parité basé sur la redondance temporelle permet d‟obtenir d‟autres relations de 

redondance en utilisant les valeurs des signaux au cours du temps. Considérons le système dont la 

représentation temporelle discrète est : 

                                                      𝑥(𝑘 +  1)  =  𝐴𝑥(𝑘)  +  𝐵𝑢(𝑘)                                              (II.51) 

                                                        𝑦(𝑘)  =  𝐶𝑥(𝑘)  +  𝐷𝑢(𝑘)                                                     (II.52) 

 

Si on considère un horizon d‟observation de taille (L + 1) à l‟instant k (relatif aux mesures passées 

entre k − L et k),  cet horizon en fonction de x(k − L) comme      

                                                      𝑄𝑥(𝑘 −  𝐿)  =  𝑌 (𝑘)  −  𝐻𝑈 (𝑘)                                            (II.53) 

à l‟aide des vecteurs étendus suivants, de dimensions respectives p(L+1)×1 et m(L+1)×1 : 

                                         𝑌 𝑘 =  

𝑦 𝑘 − 𝐿 

𝑦 𝑘 − 𝐿 + 1 
⋮

𝑦 𝑘 

 , 𝑈(𝑘)  

𝑢 𝑘 − 𝐿 

𝑢 𝑘 − 𝐿 + 1 
⋮

𝑢 𝑘 

                                   (II.54) 

et les matrices H et Q de dimensions respectives p(L + 1) × m(L + 1) et p(L + 1) × n : 
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                                             𝐻 =

 
 
 
 
 
𝐷             0             0    …    0
𝐶𝐵          𝐷          𝐷   ⋱    ⋮
𝐶𝐴𝐵        𝐶𝐵        𝐷   ⋱    0
⋮                 ⋮         ⋮      ⋱     ⋮
𝐶𝐴𝐿−1𝐵  …   𝐶𝐴𝐵   𝐶𝐵   𝐷  

 
 
 
 

, 𝑄 =

 
 
 
 
 

𝐶
𝐶𝐴
𝐶𝐴2

⋮
𝐶𝐴𝐿 

 
 
 
 

                                 (II.55)                        

L‟équation (II.55) est dite "forme statique" du système (Chow and Willsky, 1984). Cette relation est 

satisfaite en absence de défauts. On projette la relation (II.56) au moyen d‟une matrice W afin 

d‟éliminer la grandeur inconnue x(k − L). On obtient la relation de parité d‟ordre L + 1 (puisqu‟elle 

relie les L + 1  mesures entrées sorties du système) : 

 

                                                                𝑊 (𝑌 (𝑘)  −  𝐻𝑈 (𝑘))  =  0                                           (II.56) 

 

Sous réserve que W satisfasse : 

                                                                            𝑊 𝑄 =  0                                                           (II.57) 

On peut ainsi définir le résidu par le vecteur de parité suivant : 

                                                             𝑟(𝑘 −  𝐿)  =  𝑊 (𝑌 (𝑘)  −  𝐻𝑈 (𝑘))                                (II.58) 

 

      Ce vecteur est nul en absence de défauts et diffère de cette valeur quand un défaut survient si W 

est de plein rang colonne.  On apprend dans (Patton and Chen, 1991b) que la condition (II.56) 

constitue l‟exacte définition de l‟espace de parité dans le cadre du diagnostic puisque le choix du 

vecteur W permet de s‟affranchir de l‟état du système et permet de concevoir des résidus de 

directions privilégiées. L‟existence de l‟espace de parité (défini par W) ne repose que sur l‟existence 

d‟une solution de l‟équation (II.57). Une condition suffisante de l‟existence du vecteur W est que Q 

ne soit pas de plein rang ligne. Il suffit d‟augmenter la dimension  de la fenêtre temporelle L pour 

que cette condition soit vérifiée (théorème de Cayley-Hamilton). Cette valeur minimale de L peut 

ainsi être recherchée par simple incrément du nombre de mesures prises en compte. Cependant, le 

degré minimal des relations de parité doit satisfaire la double inégalité suivante (Patton and Chen, 

1991b) :   

                                                   
𝑟𝑎𝑛𝑔 (Õ)

𝑟𝑎𝑛𝑔 (𝐶)
≤ 𝐿0 ≤ rang(Õ) − rang(C) + 1                                     (II.59) 

      Où O est la matrice d‟observabilité de la paire (A, C). La matrice W sera donc choisie de manière 

à garantir l‟égalité pour la borne minimale.  L‟espace de parité peut également être défini à partir des 

redondances fréquentielles entre les entrées et sorties du système (Ragot et al., 1993). Plus  

généralement, on parle de redondance symbolique conduisant à l‟espace de parité généralisé, il suffit 

de prendre l‟opérateur adéquat en fonction de type de représentation utilisée (continue/discrète). 

Dans le cas discret, le système  linéaire peut s‟écrire en fonction de l‟opérateur avance q : 

                                            𝑞𝐼𝑛   −𝐴
𝐶

 𝑋 𝑞 =  𝐵       0
−𝐷     𝐼𝑃   

  𝑈(𝑞)
𝑌(𝑞)

                                   (II.60) 
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Pour éliminer les variables inconnues, soit l‟état X(q), on considère une matrice polynomiale de 

projection Ω(q), dite de parité, telle que : 

                                                             Ω(q)  𝑞𝐼𝑛  −𝐴
𝐶

 = 0                                                           (II.61) 

La condition suffisante d‟existence d‟une telle matrice est que : ne soit pas de plein rang ligne. Si la 

matrice de projection existe, alors les équations de redondance symbolique (relations de parité 

généralisée) qui donnent le vecteur résidu sont définies par : 

                                                     R(q) =  Ω(q)  𝐵   0
−𝐷   𝐼𝑃  

  
𝑈(𝑞)
𝑌(𝑞)

                                            (II.62) 

Qui est nul en absence de défauts et non nul dans le cas contraire si Ω(q) est de plein rang colonne. 

  II.8 Génération de relations de redondance des résidus par espace de parité 

 

     L‟idée  de base de l‟approche par espace de parité est de vérifier la cohérence entre  les relations 

mathématiques du système et les mesures (relations de redondance analytique).  Reposent sur une 

modélisation du système dans l‟espace d‟état. Cette représentation permet d‟obtenir une forme de 

calcule et une forme d‟évaluation des résidus. L‟approche par espace de parité suppose donc la 

connaissance d‟un modèle mathématique du système. Il existe deux types de relation de redondance 

analytique : 

 La redondance statique 

 La redondance dynamique 

Soit le système défini par la représentation d‟état discrète suivante :  

     
𝑥 𝑘 + 1 = 𝐹𝑥(𝑘) + 𝐺𝑢(𝑘)

𝑦 𝑘 = 𝐶𝑥 𝑘                          
  

Avec : 

     𝐹 =  
0.5 1 0
0 0.1 0
0 0 0.5

 , 𝐺 =  
0 1
1 1
0 −1

  , 𝐶 =  
1 0 1
0 1 1

  

𝑥 𝑘 =  𝑥1   𝑘 𝑥2 𝑘 𝑥3 (𝑘) ,       𝑦 𝑘 =  𝑦1 𝑘 𝑦2(𝑘) 𝑇   , 𝑢 𝑘 =  𝑢1 𝑘 𝑢2(𝑘) 𝑇  

 

 

 

 

II.8. 1 La redondance de ce  système est donne par :  
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II.8.1 .1 Auto –redondance pour C1 :La matrice d‟observabilité réduite par rapport à )(1 ty est égale 

à  TFCC 11 , à laquelle en rajoute la  ligne
2

1FC pour obtenir la redondance s‟écrit : 
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Après calcul, on obtient : 
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En éliminant les variables d‟état  entres ces équations (annexes A), on obtient la relation d‟auto-

redondance sur le premier capteur 

)2()2()2(05.0)1(6.0)()( 211111  kukukykykykr
 

II.8.1.2 Auto –redondance pour C2 :La matrice d‟observabilité réduite par rapport à )(2 ty est égale à 

 TFCC 22 , à laquelle en rajoute la  ligne
2

2FC pour obtenir la redondance s‟écrit : 
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Après calcul, on obtient : 
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En éliminant les variables d‟état entre ces trois équations, on obtient la relation d‟auto redondance 

sur le premier capteur 

)2(4.0)2(5.0)1()2(05.0)1(6.0)()( 2112222  kukukukykykykr
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II.8.2 Inter- redondance : 

 La matrice d’observabilité  réduite est la suivante :  
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On obtient finalement :  
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D‟où la relation d‟inter-redondance : 

)1()1(5.0)()1(2.0)(4.0)( 122113  kukykykykykr
 

Table de signature de défauts obtenue aprtir du vecteurs des residus  

III.9 Tble de signature : 

 𝒚𝟏 𝒚𝟐 𝒖𝟏 𝒖𝟐 
𝒓𝟏 1 0 1 1 
𝒓𝟐 0 1 1 1 
𝒓𝟑 1 1 1 0 
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II. 9  Simulation : soit le fichier Matlab  réalisé pour la simulation d‟un générateur de résidus. 

 

 

Figure (II- 4)  Bloc de simulation pour synthèse des résidus  
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II. 9. 1 Résultats de simulation 

 Pour l‟entrée f(U1) sans défaut avec bruit : 

 

 

Figure (II- 5)  influence de la commande u1  bruité sans sur les résidus 
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Interprétation du résultat : la figure (II-5) représente les simulations suivantes :  

 A : Une entrée U1 sous forme d‟un bruit a une valeur moyenne 0, est Variance 1 et 

pas d‟échantillonnage  0.1 on obtenus les résultats suivantes  

 B : Résidu R1 a une valeur moyenne 0. Un intervalle de variation de 7 à -7.  En a 

remarque que le  Résidu R1 n‟est pas influé par  cette commande. 

 C : Résidu R2 a une valeur moyenne 0. Un intervalle de variation de 4 à -4.  En a 

remarque que le  Résidu R1 n‟est pas influé par  cette commande. 

 D : Résidu R3 a une valeur moyenne 0. Un intervalle de variation de 5 à -5.  En a 

remarque que le  Résidu R1 n‟est pas influé par  cette commande. 
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Pour l‟entrée f(U1) avec défaut : 

 

 

 

Figure (II- 6)  influence de la commande u1 sur les résidus 
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Interprétation du résultat : la figure (II-6) représente les simulations suivantes :  

 A : Une entrée U1 sous forme d‟un bruit a une valeur moyenne 0, est Variance 1 et 

pas d‟échantillonnage  0.1 on obtenus les résultats suivantes  plus  défaut sous forme 

d‟un échelon  de retard  15s un niveau de 5 V 

 B : Résidu R1 a une valeur moyenne 0. Un intervalle de variation de -7 à 7.  Apres 

l‟instant  15s  sa valeur moyenne devient 5 est intervalle de variation  0 à 10 , 

remarquons  que le  Résidu R1 est  influée par  le défaut sur la commande  fU1  

comme signifié dans le tableau de signature .  

 C : Résidu R2 a une valeur moyenne 0. Un intervalle de variation de 4 à -4. .  Apres 

l‟instant  15s  sa valeur moyenne devient 2 est intervalle de variation  0 à 6 , 

remarquons  que le  Résidu R2 est  influée par  le défaut sur la commande  fU1  

comme signifié dans le tableau de signature .  

 

 D : Résidu R3 a une valeur moyenne 0. Un intervalle de variation de 5 à -5.  Apres 

l‟instant 15s  sa valeur moyenne devient 5 est intervalle de variation  1 à 9 , 

remarquons  que le  Résidu R3  influée par  le défaut sur la commande  fU1  comme 

signifié dans le tableau de signature .  

Les résultats sont  exprimer  si que ne trouve dons les analyse de redondance par espace 

de parité même chose  la table de signature   
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Pour  l‟entrée f(U1) avec défaut est sans bruit : 

 

 

 

Figure (II- 7)  influence de la commande u1 avec défaut  sans bruit sur les résidus 
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Interprétation du résultat : la figure (II-7) représente les simulations suivantes :  

 

 A : Une entrée fU1  un défaut sous forme d‟un échelon  de retard  15s un niveau de 5  

 

 B : Résidu R1 fair est un pic  a l‟instant 15s  puis prendre un niveau de 4 on 

remarquons  que le  Résidu R1 est  influée par  le défaut sur la commande  fU1  

comme signifié dans le tableau de signature .  

 

 C : Résidu R2 faire est un pic  a l‟instant 15s  puis prendre un niveau de 2.5 on 

remarquons  que le  Résidu R2 est  influé par  le défaut sur la commande  fU1  comme 

signifié dans le tableau de signature. 

 

 D : Résidu R3  faire est un pic  a l‟instant 15s  puis prendre un niveau de 4.5 on 

remarquons  que le  Résidu R3 est   influée par  le défaut sur la commande  fU1  

comme signifié dans le tableau de signature .  

 

 A l‟absence de bruit Les résultats sont  exprimer bien  si que ne trouve dons les analyse 

de redondance par espace de parité même avec la table de signature   
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Pour une l‟entrée bruitée f (U2) sans défaut : 

 

 

 

 

Figure (II.8) : influence de la commande u2 bruité sans défaut  sur les résidus 
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Interprétation du résultat : la figure (II-8) représente les simulations suivantes :  

 A : Une entrée U2 sous forme d‟un bruit a une valeur moyenne 0, est Variance  0.1 et 

pas d‟échantillonnage  0.1 on obtenus les résultats suivantes  

 B : Résidu R1 a une valeur moyenne 0. Un intervalle de variation de -2.2 à 2.2.  En a 

remarque que le  Résidu R1 n‟est  pas influé par  cette commande. 

 C : Résidu R2 a une valeur moyenne 0. Un intervalle de variation de -1.5 à 1.7.  En a 

remarque que le  Résidu R1 n‟est pas influé par  cette commande. 

 D : Résidu R3 a une valeur moyenne 0. Un intervalle de variation de -2 à 2.  En a 

remarque que le  Résidu R1 n‟est  pas influé par  cette commande. 
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Pour l‟entrée f(U2) avec défaut : 

 

 

Figure (II- 9)  influence de la commande u2 sur les résidus 
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Interprétation du résultat : la figure (II-9) représente les simulations suivantes :  

 A : Une entrée U2 sous forme d‟un bruit a une valeur moyenne 0, est Variance 0.1 et 

pas d‟échantillonnage  0.1 on obtenus les résultats suivantes  plus  défaut sous forme 

d‟un échelon  de retard  30s un niveau de 5 V 

 B : Résidu R1 a une valeur moyenne 0. Un intervalle de variation de -2.2 à 2.2.  Apres 

l‟instant  30s  un pic de 10 puis  prendre une valeur moyenne de 4.5 est intervalle de 

variation  3.5 à 5.5 , remarquons  que le  Résidu R1 est influée par  le défaut sur la 

commande  fU2  comme signifié dans le tableau de signature .  

 

 C : Résidu R2 a une valeur moyenne 0. Un intervalle de variation de -1.5 à 1.7.  Apres 

l‟instant  30s un pic de -4 puis  prendre une valeur moyenne de -2 est intervalle de 

variation  3.5 à 5.5  sa valeur moyenne devient 2 est intervalle de variation  -4 à 0 , 

remarquons  que le  Résidu R2 est influée par  le défaut sur la commande  fU2 avec 

un signe négative   comme signifié dans le tableau de signature .  

 

 D : Résidu R3 a une valeur moyenne 0. Un intervalle de variation de -2 à 2.  Apres 

l‟instant 30 s  sa valeur moyenne reste 0 est intervalle de variation  presque le meme  , 

remarquons  que le  Résidu R3 n‟est pas influé   par le défaut sur la commande  fU2  

comme signifié dans le tableau de signature .  

Les résultats sont  exprimer  si que ne trouve dons les analyse de redondance par espace 

de parité même avec la table de signature   
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Pour l‟entrée f(U2) avec défaut est sans bruit : 

 

 

 

Figure (II- 10)  influence de la commande u2 avec défaut  sans bruit sur les résidus 
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Interprétation du résultat : la figure (II-10) représente les simulations suivantes :  

 

 A : Une entrée fU2  un défaut sous forme d‟un échelon  de retard  30s de niveau de 5  

 

 B : Résidu R1 fair est  un pic  a l‟instant 30s  puis prendre un niveau de 4 on remarque  

que le  Résidu R1 est influée par  le défaut sur la commande  fU2  comme signifié 

dans le tableau de signature .  

 

 C : Résidu R2 faire un pic négative  a l‟instant 30s  puis prendre un niveau de -2 on 

remarque  que le  Résidu R2 est  influée par  le défaut sur la commande  fU2  comme 

signifié dans le tableau de signature. 

 

 D : Résidu R3  faire une alternance  a l‟instant 30s  jusqu'à 37  puis prendre un niveau 

de -1*10
-15

 en peut dire il est négligeable .on remarque  que le  Résidu R3 n‟es influé 

pas par  le défaut sur la commande  fU2  comme signifié dans le tableau de signature .  

 

 A l‟absence de bruit Les résultats sont  exprimer  bien  si que ne trouve dons les analyse 

de redondance par espace de parité même avec la table de signature.  
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Pour la sortie f(Y1) avec défaut  sans bruit: 

 

 

 

Figure (II- 11)  influence de la commande fY1 avec défaut  sans bruit sur les résidus 
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Interprétation du résultat : la figure (II-11) représente les simulations suivantes :  

 

 A : Une sortie  fY1  un défaut sous forme d‟un échelon  de retard  40s et niveau de 5  

 

 B : Résidu R1 fait un pic  a l‟instant 40s  puis prendre un niveau de 1.8 on remarque  

que le  Résidu R1 est  influée par  le défaut sur la commande  fY1  comme signifié 

dans le tableau de signature .  

 

 C : Résidu R2 n‟influée  avec le défaut sur la sortie  fY1  si le même comme signifié 

dans le tableau de signature. 

 

 D : Résidu R3  faire un pic   a l‟instant 40s   puis prendre un niveau de 1,  remarquons  

que le  Résidu R3 est  influé par le défaut sur la sortie  fY1  comme signifié dans le 

tableau de signature.  

 

 A l‟absence de bruit Les résultats sont  a Réduire  si que ne trouve dons les analyse de 

redondance par espace de parité même avec la table de signature.  
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Pour la sortie f(Y2) avec défaut  sans bruit: 

 

 

 

Figure (II- 12)  influence de la commande fy2 avec défaut  sans bruit sur les résidus 

 

 

 

 

 

Interprétation du résultat : la figure (II-12) représente les simulations suivantes :  
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 A : Une sortie  fy2  à un défaut sous forme d‟un échelon  de retard de  60s et un 

niveau de 5  

 

 B : : Résidu R1 n‟pas influé par le défaut sur la sortie  fY2  si le même comme 

signifié dans le tableau de signature.  

 

 C : Résidu R2 fait est un pic  a l‟instant 60s  puis prendre un niveau de 2.2 on 

remarque  que le  Résidu R2 est  influée par  le défaut sur la commande  fY2  comme 

signifié dans le tableau de signature .  

 

 

 D : Résidu R3  fait un pic   à l‟instant 60s   puis prendre un niveau de 2.5,  

remarquons  que le  Résidu R3 est influée par le défaut sur la sortie  fY2  comme 

signifié dans le tableau de signature.  

 

 A l‟absence de bruit Les résultats sont  traduite bien  si que ne trouve dons les analyse de 

redondance par espace de parité même avec la table de signature.  

 

Conclusion  

Dans ce chapitre  nous avons étudier  la méthode de diagnostic par espace de parité  puis en 

appliquant sur un système linéaire discret après l‟analyse de redondance puis génération des résidus 

par la redondance dynamique et a la fin une simulation avec logiciel Matlab pour   observais   l‟ 

influence des défauts des entrée et des sortie sur les résidus.  
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INTRODUCTION : 

         Dans ce chapitre, nous allons décrire les principes de fonctionnement de la machine à C.C 

Ensuite, nous présenterons la modélisation de la machine C.C à excitation séparée, qui le sujet de 

notre étude. L'analyse des performances de la machine en termes de stabilité et dynamique de 

réponse en boucle ouverte sont présentées à la fin de ce chapitre. 

III.1. DESCRIPTION D'UN MOTEUR A COURANT CONTINU [1] : 

       Un moteur à courant continu est une machine électrique.  Il s'agit d'un convertisseur 

électromécanique permettant la conversion bidirectionnelle d'énergie à partir d'une installation 

électrique, parcourue par un courant continu, en énergie mécanique. Un moteur électrique à courant 

continu est constitué:  

 D‟un stator qui est à l'origine de la circulation d'un flux magnétique longitudinal fixe créé 

soit par des enroulements statoriques (bobinage) soit par des aimants permanents à stator, 

se trouve la partie porte balais et les balais assurant les contacts électriques avec le rotor. Il 

est aussi appelé inducteur.  

 D'un rotor bobiné relié à un collecteur rotatif inversant la polarité dans chaque 

enroulement rotorique au moins une fois par tour de façon à faire circuler un flux 

magnétique transversal en quadrature avec le flux statorique. Les enroulements rotorique 

sont aussi appelés enroulements d'induits, ou communément induit. 

 

 

 

 

 

 

 

Figure III.1 : stator et rotor du moteur courant continu 
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                  III.2 Modélisation d’un actionneur électrique 

      On considère l e moteur a courant  continu à excitation indépendante, dont le schéma de principe 

est présenté a la figure III.2   Cette machine comporte deux parties est fixe et est appelée l‟indocteur 

ou stator, destiné à  Produire un flux magnétique ϕ , L‟autre est mobile et est appelée l‟induit ou 

rotor, destiné a la production d‟un couple électromagnétique Ce , cette machine  entraine en relation 

une charge mécanique dont le moment d‟inertie global vu de l‟arbre moteur est noté J. la charge 

entrainée exerce un couple résistant Cr. 

 

 

 

 

 

 

 

Figure III.2: schéma de principe du moteur à courant continu à excitation indépendante  

Rs  résistance de l‟enroulement statorique 

LS   inductance de l‟enroulement statorique (H) 

Is  courant statorique (A) 

Us tension statorique (v) 

ϕ  Flux d‟excitation magnétique (Wb) 

Rr  résistance de l‟enroulment rotorique 

Lr   inductance de l‟enroulment rotorique 

Ir  courant rotorique (A) 

 e ..... 
J ur 

Rr 

Lr 

Ce f 𝝎 

Cr 

ur 

is 
Rs 

ϕ 

Ls 
ϕ = LS 𝑖s  

e = kϕ𝝎 

Ce = kϕ𝝎 
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Ur  tension rotorique (V) 

e  force contre électromotrice, fcm(V) 

K constantes du moteur  

F  coefficient du frottement visqueux (Nm /rd/s) 

J  moment d‟nertie totale (k.g.m) 

ω  vitesse angulaire  (rd/s) 

Ce  couple électromagnétique (Nm) 

Cr  couple de charge (Nm)                                                                                                                                                                                  

 III.2.1 Les’ hypothèses simplificatrice : sont les suivantes : 

1. la machine est non saturée ( le flux magnétique est proportionnel au courant),  

2. la réaction magnétique d‟induit est négligeable (le flux magnétique inducteur) ,  

3. le frottement sec est négligeable (il ya du rotation du rotor pour un courant d‟induit aussi 

petit soit-il). 

III.3 Modélisation du circuit statorique : 

L‟application de la loi des mailles, de la loi d‟Ohm et de la loi de faraday permet d‟écrire   : 

                                                          𝑢𝑠 = 𝑅𝑠𝑖𝑠 + 𝐿𝑠  
𝑑𝑖𝑠

𝑑𝑡
                                                (III.1)  

                 

III.4 Modélisation de circuit rotorique 

         On obtient de la même façon  

                                                      𝑢𝑟 = 𝑅𝑟 𝑖𝑟 + 𝐿𝑟  
𝑑𝑖𝑟

𝑑𝑡
+ 𝑒                                               (III.2) 

    Ou e représente la force contre électromotrice (fcem) due a la rotation des enroulements rotorique 

dans le champ magnétique inducteur. Cette fcem est proportionnelle au flux d‟excitation magnétique 
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ϕ est à la variation de flux magnétique a travers les  enroulements rotorique donc a la vitesse 

angulaire ω on a : 

                                                                   𝑒 =  𝑘Φ𝜔                                                         (III.3) 

La constante de proportionnalité ø dépend du moteur utilisé la machine étant non saturée, le flux 

d‟excitation magnétique est proportionnel au courant  Φ = 𝑙𝑠 𝑖𝑠  

III.5  modèle de la partie mécanique : 

       L‟application de principe fondamental  de la dynamique aux corps en relation conduit à 

l‟équation différentielle suivant : 

                                                            𝐽 
𝑑𝜔

𝑑𝑡
= 𝐶𝑒 − 𝐶𝑓 − 𝐶𝑟                                                (III.4)    

Où 𝐶𝑓 est le couple de frottement visqueux qui est proportionnel à la vitesse angulaire 𝐶𝑓 = 𝑓𝜔  

l‟expression du couple électromagnétique peut être déterminée en écrivant qu‟il y a identité entre la 

puissance électrique utile  𝑃𝑢  absorbée  par la machine et la puissance mécanique totale :  

                                                      𝑃𝑢 = 𝑒𝑖𝑟 =  𝐶𝑒  𝜔         𝐾Φ𝜔𝑖𝑟   = 𝐶𝑒  𝜔       

D‟où l‟expression du couple électromagnétique  

                                                                       𝐶𝑒  =  𝑘Φ𝑖𝑟                                                                (III.5) 

Compte tenu de (III.1) , (III.2), (III.3) , (III.4) et (III.5) on obtient le modèle mathématique 

suivant : 

                                   

 
 
 

 
 

𝑑𝑖𝑠

𝑑𝑡
= −

𝑅𝑠

𝐿𝑠
  𝑖 𝑠 +

1

𝐿𝑠
  𝑢𝑠                                                   

𝑑𝑖𝑟

𝑑𝑡
= −

𝑅𝑠

𝐿𝑟
  𝑖 𝑟 −

𝐾𝐿𝑆

𝐿𝑟
  𝑖𝑠 𝜔 +   

1

𝐿𝑟
  𝑢𝑟                            

𝑑𝜔

𝑑𝑡
= −

𝑓

𝐽
 𝜔 +

𝐾𝐿𝑆

𝐽
  𝑖𝑠 𝑖𝑟 −  

1

𝐽
  𝐶𝑟                                 

      

                      (III.6) 

       Le modèle ainsi obtenu est non linaire du troisième ordre d‟entrée de commande  Us et Uᵣ 

d‟entrée de perturbation Cᵣ, les grandeurs 𝑖𝑠 , 𝑖ᵣ et 𝜔  sont les variables d‟état du système. 
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III.6  Modélisation de la partie motrice  

     Les déférences solides composant ce système   sont entrainés en notation au moyen de 

motoréducteur (moteur +réduction) On a : 

                                                 

 
 
 

 
   𝐽

𝑑𝜔

𝑑𝑡
+ 𝑏𝜔 = 𝑘𝑖 − 𝐶𝑟              𝑎 

𝐿
𝑑𝑖

𝑑𝑡
+ 𝑅𝑖 = 𝑢 − 𝑘𝜔                𝑏 

𝜔 = 𝑁
𝑑𝜃

𝑑𝑡
, 𝑁𝐶𝑟 = 𝑄               (𝑐)

                                          (III.7) 

Avec : 

 ω : le vecteur bidimensionnel des vitesses angulaires des moteurs 

 Cᵣ        le vecteur bidimensionnel des couples résistants. 

 i          le vecteur bidimensionnel du courant moteur . 

  u        le vecteur bidimensionnel des tension moteur. 

  J         la matrice 2  x  2 diagonale des inerties des moteurs  

  b        la matrice 2  x  2 diagonale des coefficients  frottement visqueux 

  K        la matrice 2  x  2 diagonale des constante de couple  

 N       la matrice 2  x  2 diagonale des rapports de réduction  

 L        matrice 2  x  2 diagonale des inductances moteurs 

  R        matrice 2  x  2 diagonale des résistances moteurs 

III.7  on reprend ici le modèle du moteur à courant continu à excitation indépendante:  

                                                  

 
 
 

 
 

𝑑𝑖𝑠

𝑑𝑡
= −

𝑅𝑠

𝐿𝑠
  𝑖 𝑠 +

1

𝐿𝑠
  𝑢𝑠                                            

𝑑𝑖𝑟

𝑑𝑡
= −

𝑅𝑠

𝐿𝑟
  𝑖 𝑟 −

𝐾𝐿𝑆

𝐿𝑟
  𝑖𝑠  𝜔 +   

1

𝐿𝑟
  𝑢𝑟                    

𝑑𝜔

𝑑𝑡
= −

𝑓

𝐽
 𝜔 +

𝐾𝐿𝑆

𝐽
  𝑖𝑠  𝑖𝑟 −  

1

𝐽
  𝐶𝑟                          

      

           (III.8)            

   On applique une tension rotorique permettant de maintenir constant le courant rotorique  

𝑖𝑟=𝑖𝑟0=𝐶𝑟𝑡𝑒  donné représentation d‟état du système résultant de ce modèle de commande. On 

applique à présent une tension statorique permettant de maintenir constant le courant statorique 
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𝑖 𝑠 =  𝑖𝑠₀ =  𝐶𝑟𝑡𝑒 donné la représentation d‟état du système résultant de ce nouveau mode de 

commande. Dans le cas courant rotorique (𝑖ᵣ  =  𝑖ᵣ𝑜), le modèle d‟état du système s‟écrit : 

                                                          

 
 
 

 
 

𝑑𝑖𝑠

𝑑𝑡
= −

𝑅𝑠

𝐿𝑠
  𝑖 𝑠 +

1

𝐿𝑠
  𝑢𝑠                                            

  
  

𝑑𝜔

𝑑𝑡
= −

𝑓

𝐽
 𝜔 +

𝐾𝐿𝑆 𝑖𝑟𝑜

𝐽
  𝑖𝑠 − 

1

𝐽
  𝐶𝑟                          

      

    (III.9) 

En prenant la transformée de la place, on obtient le schéma boc de la figure III .3 

 

                                                                                           C₁ 

is                                  Cₑ 

                                                                                                                               

Figure III.3- commande par l’inducteur 

   On appelle commande par l‟introducteur ce mode de commande. On peut constater qu‟il a permes 

de linéaires et d‟abaisser  le degré du système.   Dans le cas d‟un courant statorique constant(𝑖𝑠 =

 𝑖𝑠𝑜), le modèle de l‟état devient : 

                                          

 
 
 

 
 

𝑑𝑖𝑟

𝑑𝑡
= −

𝑅𝑟

𝐿𝑟
  𝑖 𝑟 +

𝐾𝐿𝑆 𝑖𝑟𝑜

𝐿𝑟
  𝜔 +

1

𝐿𝑟
  𝑢𝑟                      

  
  

𝑑𝜔

𝑑𝑡
= −

𝑓

𝐽
 𝜔 +

𝐾𝐿𝑆 𝑖𝑟𝑜

𝐽
  𝑖𝑠 − 

1

𝐽
  𝐶𝑟                      

   

        

   

    (III.10) 

En prenant la transformée de la place, on obtient le schéma boc suivant : 

                                                                                                Cr 

    uᵣ                                          i,                              Cₑ   -    

         +  -                    + 

 

Figura III.4 – commande par l’induit 

1

𝐿𝑠𝑠 + 𝑅𝑠
 𝐾𝐿𝑆𝑖𝑟𝑜  

1

𝐽𝑠 + 𝑓
 

1

𝐿𝑟 𝑠 + 𝑅𝑟
 

𝐾𝐿𝑆𝑖𝑠0 

 

1

𝐽𝑠 + 𝑓
 

𝐾𝐿𝑆𝑖𝑠0 
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On appelle commande par l‟induit ce mode de commande .ici aussi le modèle obtenu est linéaire. Ce 

mode de commande intervient naturellement dans le cas des moteurs à aimants permanents 

(excitation  magnétique  constante). 

 III.8 Génération des Résidus  par la  redondance  analytique dans  espace de parité : 

 On considère le modèle d‟un moteur à courant continu à commande par l‟induit (III .14) , dont le 

modèle est suivant : 

          

 
 
 

 
 

𝑑𝑖

𝑑𝑡
=

1

𝐿
 𝑢 −

𝐾

𝐿
𝜔 −

𝑅

𝐿
 𝑖 

  
  

𝑑𝜔

𝑑𝑡
=

𝐾

𝐽
 𝑖 −

𝑓

𝐽
 𝜔        

      

                                                 (III .11)  

avec        𝑱 = 𝟎. 𝟎𝟓𝒌𝒈𝒎𝟐 ,    𝒇 =
𝟎.𝟎𝟎𝟓𝑵𝒎

𝒓𝒅
/𝒔    ,   𝒌 = 𝟎. 𝟏,  ,   𝑹 = 𝟏𝛀              

Apres la discrétiser ce système à l‟aide de l‟approximation d‟Euler. 

𝑥 = (𝑥 𝑘 + 1 − 𝑥 𝑘 )/𝑇𝑒) 

On a trouvé le model discret suivant : 

 
𝒙 𝒌 + 𝟏 =  𝑭𝒙  𝒌 + 𝑮𝒖 𝒌 

𝒚 𝒌 = 𝑪𝒙 𝒌                           
                                           (III.16) 

Avec: 

𝑭 =      
𝟎. 𝟗 −𝟎. 𝟎𝟏
𝟎. 𝟎𝟐 𝟎. 𝟗𝟗

  , 𝑮 =  
𝟎. 𝟏
𝟎

  , 𝒙 𝒌 =   
𝒊(𝒌)
𝝎(𝒌)

 , 𝑪 =  
𝟏 𝟎
𝟎 𝟏

  

 

II.8. 1 La redondance de ce  système est donne par :  

       III.8.1.1    La relation d’auto-redondance sur le premier capteur : 

La sortie yi s‟écrit 𝑦𝑖 (𝑘)  =  𝐶₁ =  (1    0), la matrice d‟observabilité réduite par rapport a la sortie 

𝑦𝑖  est égale a(𝐶₁     𝐶₁𝐹)ᵀ ( 𝑁1 = 2), la laquelle on Ajoute la ligne 𝐶1 F² pour obtenir de la 

redondance  on obtient donc pour la sortie yᵢ : 

 



Chapitre 03  Diagnostic d’un system complexe approche espace de parité 
 

62 
 

 

𝒚𝒊 𝒌 

𝒚𝒊 𝒌 + 𝟏 

𝒚𝒊 𝒌 + 𝟐 
 =   

𝑪𝟏

𝑪𝟏𝑭

𝑪𝟏𝑭
𝟐
 𝒙 𝒌 +     

𝟎 𝟎
𝑪𝟏𝑮 𝟎

𝑪𝟏𝑭𝑮      𝑪𝟏 𝑮   
    

𝒖 𝒌 
𝒖(𝒌 + 𝟏)

       

 

Apres les calcules  les matrice devient : 

 

 

𝑦𝑖 𝑘 

𝑦𝑖 𝑘 + 1 

𝑦𝑖 𝑘 + 2 
 =   

1 0
0.9 −0.01

0.8098 − 0.0189   
   

𝑖 𝑘 
𝜔(𝑘)

 +   
0 0

0.1 0
0.09   0.1   

    
𝑢 𝑘 

𝑢(𝑘 + 1)
       

 

Alors on éliminant les variables d‟état entre ces trois équations on obtient : 

𝒓𝒊(𝒌)  =  𝒚ᵢ(𝒌) –  𝟏. 𝟖𝟗𝒚ᵢ(𝒌 − 𝟏) + 𝟎. 𝟖𝟗𝟏𝟐𝒚ᵢ(𝒌 − 𝟐) − 𝟎. 𝟏𝒖(𝒌 – 𝟏) + . 𝟎. 𝟗𝟗𝒖(𝒌 − 𝟐) 

 

III.8.1.2    La relation d’auto-redondance sur le deuxième capteur : 

La sortie 𝒚𝝎 𝒌  s‟écrit   𝒚𝝎 𝒌  =  𝐶²𝑥(𝑘) , 𝑎𝑣𝑒𝑐 𝐶₁ =  (0     1),     la matrice d‟observabilité 

réduite par rapport a la sortie    𝒚𝝎 𝒌   est égale a (𝐶₂   𝐶₂𝐹)ᵀ (𝑛² =  2)a la quelle on rajoute la 

ligne  𝑪𝟐𝑭
𝟐   pour obtenir de la redondance. On obtient donc la sortie   𝒚𝝎 : 

 

                           

𝒚𝝎 𝒌 

𝒚𝝎 𝒌 + 𝟏 

𝒚𝝎 𝒌 + 𝟐 
 =   

𝑪𝟐

𝑪𝟐𝑭

𝑪𝟐𝑭
𝟐
 𝒙 𝒌 +     

𝟎 𝟎
𝑪𝟐𝑮 𝟎

𝑪𝟐𝑭𝑮      𝑪𝟐 𝑮   
    

𝒖 𝒌 
𝒖(𝒌 + 𝟏)

       

 

Apres les calcules  les matrice devient : 

                       

𝑦𝜔  𝑘 

𝑦𝜔  𝑘 + 1 

𝑦𝜔  𝑘 + 2 
 =   

0 1
0.02 0.99

0.0378      0.9799   
   

𝑖 𝑘 
𝜔(𝑘)

 +   
0 0
0. 0

0.002   0   
    

𝑢 𝑘 
𝑢(𝑘 + 1)

       

 

Obtient comme précédemment, par substitution de façon à obtenir une relation indépendante des 

variables d‟état .On obtiennent : 

𝒓𝒘(𝒌)  =  𝒚𝒘(𝒌) − 𝟏. 𝟖𝟗𝒚𝒘((𝒌 − 𝟏)  + 𝟎. 𝟖𝟗𝟏𝟐𝒚𝒘(𝒌 − 𝟐) −  𝟎. 𝟎𝟎𝟐𝒖(𝒌 − 𝟐) 

 

III.8.1.3    La relation d’inter-redondance entre les deux capteurs : 
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 Le rang de la matrice d‟observabilité réduite par rapport a  𝒚𝒊  𝒆𝒕     𝒚𝝎   est de deux, ce qui permet 

d‟écrire quatre relations indépendantes et donc deux relations d‟inter-redondance on a : 

 

                                      

 
 
 
 

𝑦𝑖 𝑘 

𝑦𝑖 𝑘 + 1 

𝑦𝜔  𝑘 

𝑦𝜔  𝑘 + 1  
 
 
 

=   

𝐶1

𝐶1𝐹
𝐶2

𝐶2 1𝐹

 𝑥 𝑘 +     

0
𝐶1𝐺

0
𝐶2𝐺

  𝑢(𝑘)     

Soit finalement : 

                                  

 
 
 
 

𝑦𝑖 𝑘 

𝑦𝑖 𝑘 + 1 

𝑦𝜔  𝑘 

𝑦𝜔  𝑘 + 1  
 
 
 

=   

1     0
0.9 −0.01

0            1
0.02    0.19   

   
𝑖 𝑘 
𝜔(𝑘)

 +  

0
0.1
0
0

  𝑢(𝑘)     

 

Que l‟on peut aussi écrire : 

                                         

 
 

 𝑥 𝑘 =  
0 1

0.02 0.99
 
−1

 
𝑦𝜔  𝑘 

𝑦𝜔  𝑘 + 1 
                    

 
𝑦𝑖 𝑘 

𝑦𝑖 𝑘 + 1 
 =  

1 0
0.9 −0.01

 𝑥 𝑘 +  
0

0.1
 𝑢(𝑘)

     

 

Par substitution de façon à obtenir une relation indépendante des variables d‟état  On obtenir 

finalement, les  relations d‟inter-redondance suivant : 

 

𝒓𝟑 𝒌 =  𝟓𝟎𝒚𝒘  𝒌 –  𝟒𝟗. 𝟓𝒚𝒘 𝒌 − 𝟏 −  𝒚ᵢ 𝒌 − 𝟏  

 

𝒓𝟒(𝒌)  =  𝒚ᵢ(𝒌) –  𝟒𝟓𝒚𝒘 (𝒌) +  𝟒𝟒. 𝟓𝟔𝒚𝒘(𝒌 − 𝟏) –  𝟎. 𝟏𝒖(𝒌 − 𝟏) 

 

III.8.1.4 Table signature de défauts : 

 

 𝒚𝒊 𝒚𝒘 𝒖𝟏 
𝒓𝒊 1 0 1 
𝒓𝒘 0 1 1 
𝒓𝟑 1 1 0 
𝒓𝟒  1 1 1 
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III.9 Resultats de sumilation : 

III.9.1  Block de simulation : soit le fichier  MATLAB  réalisé pour la simulation  d‟un générateur 

de résidus 

 

 

Figure (III- 5)  Bloc de simulation pour synthèse des résidus  
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II. 9. 2 Résultats de simulation 

1. Pour l‟entrée f(U) sans défaut avec bruit : 

 

 

 

Figure (III- 6)  influence de la commande u  bruité sans sur les résidus 
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Interprétation du résultat : la figure (II-6) représente les simulations suivantes :  

  (A) : a une entrée U1 sous forme d‟un bruit a une valeur moyenne 0.est Variance 0.1 

et pas d‟échantillonnage 0.1  

  

 (B) : Résidu Ri : a une valeur moyenne 0. Un intervalle de variation de 0.7 à -0.7.  En 

a remarque que le  Résidu Ri n‟est pas influé par  cette commande. 

 

 (C)  : Résidu Rw : a une valeur moyenne 0. Un intervalle de variation de 0.15  à -0.15  

En a remarque que le  Résidu Rw n’est pas influé par  cette commande. 

 

 (D) Résidu R1 : a une valeur moyenne 0. Un intervalle de variation de  4  à  -4   En a 

remarque que le  Résidu R1 n’est pas influé par  cette commande. 

 

 

 (E)   Résidu R2 : a une valeur moyenne 0. Un intervalle de variation de  4 à -4.  En a 

remarque que le  Résidu R2  n‟est pas influé par  cette commande. 
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2. Pour l‟entrée f(U) avec défaut : 

 

 

 

 

Figure (III- 7)  influence de la commande u sur les résidus 
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Interprétation du résultat : la figure (III-7) représente  la simulation suivante 

 

(A) : une entrée U sous forme d‟un bruit a une valeur moyenne 0.est Variance 0.1 et pas 

d‟échantillonnage 0.1  on obtient les résultats suivant  avec défaut avec forme d‟un échelon 

de retarde 15s d‟un niveau 5  

(B) : Résidu R1   fait  un pic de  -0.5 a l‟instant 15s puis revenus a une  valeur  nulle.  

Remarque le Résidus R1 est influée par le défaut  sur la commande f (u) comme  signifie 

dans le tableau de signature 

(C) : Résidus Rw : fait  un pic de  -0.5 a l‟instant 15s puis revient  a une  valeur  nulle.  

Remarque le Résidus R est 1influeé par le défaut  sur la commande f (u) comme  signifie 

dans le tableau de signature 

(D) : Résidus R1 a une valeur moyenne 0. le défaut appliquée  a l‟instant 15 a une valeur 

positive  25 puis diminue  et un niveau -5 . on Remarque le Résidus R3  est influée par le 

défaut sur le commande f(u)  comme signifié dans le tableau de signature 

 

(E) : Résidus R2 a une valeur moyenne 0. le défaut appliquée  a l‟instant 15 a une valeur 

négative -25 puis augmenté   a  5  .on Remarque le Résidus  R2 est   influée par le défaut sur 

le commande f(u)  comme signifié dans le tableau de signature 
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3. Pour l‟entrée f(U) avec défaut est sans bruit : 

 

 

 
 

Figure (III- 8)  influence de la commande u avec défaut  sans bruit sur les résidus 
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 Interprétation du résultat : la figure (III-8) représente les simulations suivantes  

(A)  : Une entrée f(u) sous forme d‟un échelon  de retarde 15 s et un  a niveau 5 

 

(B) Résidus Ri a une valeur nulle  0. Le défaut appliqué a  l‟instant 15s produit  un pic 

négative  - 0.5.on  remarque que le Résidus Ri  est influée par le défaut sur la 

commande f (u) comme signifie dans le tableau de signature   

 

 

(C)  : Résidus Rw : a une  valeur nulle  0. Le défaut appliqué a  l‟instant 15s produit  un 

pic positive    0.5. remarque que le Résidus Rw est influée par le défaut sur la 

commande f (u) comme signifie dans le tableau de signature   

 

(D) Résidus R1 : à une valeur nulle 0. le défaut appliquée  à l‟instant 15s  produit  une 

valeur positive  25 puis diminue  a  un niveau -5 .Remarque le Résidus R1 est  influée 

par le défaut sur la commande f(u)  comme signifié dans le tableau de signature 

 

(E)  : Résidus R2 : à une valeur nulle 0. le défaut appliqué à l‟instant 15s  produit  une 

valeur négative  - 25 puis augmente a   et un niveau 5. Remarque le Résidus R1 est 

influée par le défaut sur la commande f (u) comme  dans le tableau de signature. 
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4. Pour  la sortie f(yi) avec défaut  sans perturbation  : 

 

 

 

 
Figure (III- 9)  influence de défaut de sortie  fYi avec défaut  sans perturbation sur les résidus 
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Interprétation des  résultats : la figure (III-9) représente les simulations suivantes  

(A)  : un défaut de sortie fYi  sous forme échelon  sans perturbation  d‟un retard de 30 

et  niveau 5  

(B)  : Résidus Ri est nul.  Est à l‟instant 30s un pic  de 5 puis il continu nul . en  

remarque le Résidus Ri est    influée par le défaut par la sortie  fYi comme signifie 

dans le tableau signature 

 

(C)  : Résidus R w  a une valeur  nulle aucune réaction avec le défaut fyi 

 

(D)  : Résidus R1  sous forme d‟un échelon  a retard   30 s  a une valeur final -5   , en 

remarque le Résidus R1  influée par le défaut par la sortie  fYi  comme  dans le 

tableau signature   

(E) Résidus R2  sous forme d‟un échelon  a retard   30 s  a une valeur final 5   ,   on 

remarque le Résidus R2  est  influée par le défaut par la sortie  fYi  comme 

signifie dans le tableau signature   
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5. Pour  la sortie f(yi) avec défaut et  avec perturbation   

 

 

 

Figure (III- 10)  influence de défaut de sortie  fY1 avec défaut  avec perturbation sur les 

résidus 
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Interprétation des résultats : la figure (III-10) représente la simulation suivante 

 

(A)  : un défaut de sortie fYi  sous forme échelon  avec  perturbation  d‟un retard de 30 et   

un niveau 5   

(B)  : Résidus Ri : à une valeur moyenne 0. Le défaut est appliqué à  l‟instant  30s  fait    un 

pic de 5 et -5 puis reste  une valeur moyenne nulle  est une variation négligeable,  

remarquons  le Résidus Ri   est  influé par le défaut sur la sortie  fyi comme signifie 

dans le tableau de signature  

(C)  : Résidus Rw : à une valeur moyenne 0. Et un intervalle de variation de  0.7  à  -0.7 . 

Le Résidu Rw n‟est  influé  pas par ce défaut. 

 

(D)  : Résidus R1 : a une valeur moyenne 0 jusqu'à  l‟application  de défaut  a l‟instant 30 s 

il prend une valeur moyenne  -5 est un intervalle de variation de  --17  à  7.  on a 

remarqué le   Résidus R1  est fortement   influée par le défaut sur la sortie  fyi comme  

dans le tableau de signature 

 

(E) : Résidus R2 : a une valeur moyenne 0 jusqu'à  l‟application  de défaut  a l‟instant 30 s 

il prendre une valeur moyenne  5 est un intervalle de variation  de   -10  à  21.  on a 

remarque  le   Résidus R2  est fortement   influée par le défaut sur la sortie  fyi  signifie 

dans le tableau de signature.  
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6. Pour  la sortie f(𝒚𝝎) avec défaut  sans perturbation : 

 

 

 

 

Figure (III- 11)  influence de défaut sur la  sortie  fYw   sans perturbation sur les résidus 
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Figure (III- 12)  Zoom  R3 ET R4   influence de défaut sur la  sortie  fYw   sans perturbation 

sur les résidus 

 

 Interprétation des résultats : les figure (III-11) et (III-12)  représente la simulation 

suivante 

(A)  : un défaut de sortie fYw  sous forme échelon  sans perturbation  d‟un retard de 45 s  

et  niveau 5  

(B)  : Résidu Ri a une valeur  nulle .  Remarque   le Résidus Ri n’est pas  influée par  le  

défaut sur la sortie  fyw comme  dans le tableau de signature. 

(C)  : Résidu Rw :   à  valeur  0.  Le défaut est appliqué à  l‟instant  30s  fait    un pic de 5 

et -5 puis reste  une valeur moyenne nulle  est une variation négligeable,  remarquons  

le Résidus Rw   est influé par le défaut sur la sortie  fyw comme signifie dans le 

tableau de signature. 

 

(D)  : Résidus R1 : à une valeur  0. L‟application de  défaut a l‟instante 45 à un pic 250 

pour quelque instant  bien claire dans la figure (III-12) le résidus pendre une valeur 2.5 

. remarque le Résidus R1  fortement  influé par le défaut sur la sorties  fyw comme 

signifie dans le tableau de signature  

 

(E)  : Résidus R2 : à une valeur  0. L‟application de  défaut a l‟instante 45 à un pic - 240 

pour quelque instant  bien claire dans la figure (III-12) le résidus R2 pendre une valeur 

-2.2  . on  remarque le Résidus R2  fortement  influée par le défaut sur la sorties  fyw 

comme  dans le tableau de signature  
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7. Pour  la sortie f(𝑦𝜔 ) avec défaut  avec perturbation : 

 

 

 

Figure (III- 13)  influence de défaut sur la  sortie  fYw   avec  perturbation sur les résidus 
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Interprétation de résultats : figure (III-13) représente les simulations suivante  

 

(A)  : un défaut de sortie fYw  sous forme échelon  avec  perturbation  d‟un retard de 45 et  

niveau 5   

(B)  : Résidus Ri : Résidus Ri : à une valeur moyenne 0. Et un intervalle de variation de  

0.7  à  -0.7 . Le Résidu Ri  est influé  pas par ce défaut. 

(C)   Résidus Rw    à une valeur moyenne 0. Le défaut est appliqué à  l‟instant  45s  fait    

un pic de 5 et -4  puis reste  une valeur moyenne nulle  est une variation négligeable,  

remarquons  le Résidus Rw  est   influé par le défaut sur la sortie  fyw comme signifie 

dans le tableau de signature  

(D)  : Résidu R1  a une valeur moyenne 0. Le défaut et  appliqué  a l‟instant 45 s produit  un  

pic  de 250 puis revient   a sa   valeur   moyenne 0 est une variation négligeable. en 

remarque ou   Résidus R1  influée par le défaut sur la sortie  fyw  comme signifie dans 

le tableau de signature. 

(E)  : Résidu R2  a une valeur moyenne 0. Le défaut est  appliqué  a l‟instant 45 s produit  

un  pic  de -250 puis revient   a un niveau de  valeur   moyenne 0 est une variation 

négligeable. Le   Résidus R2 est  influé par le défaut sur la sortie  fyw  comme  dans le 

tableau de signature. 

 

 

Conclusion : 

      Dans ce chapitre avons étudié  la Méthode de diagnostic  par  espace de partie  d‟un 

système  électromécanique (moteur courant continu). En a fait la modélisation dans espace  d‟état  

discret puis on calculer la redondance analytique pour  générer  des résidus. En fin on a fait  la 

simulation par logiciel Matlab pour voir  influence des défauts sur les différents  capteur. 
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CONCLUSION GENERALE : 

Dans la majeure partie des travaux effectués dans le domaine de diagnostic des systèmes, les outils 

servant à la détection et à la localisation des défauts  sont synthétisés à partir d‟une représentation en 

d‟état en boucle ouvert  du système.  Les travaux présentés dans cette thèse se scindent en trois 

chapitres. 

       Dans le chapitre 1 un état de l‟Art  sur le diagnostic avec des quelques notion  est des définitions 

sur les thermes de diagnostic  puis on a cité les avantage et inconvénients  de  différentes méthodes 

de diagnostic.   

     Dans  le deuxième chapitre on a étudié  le diagnostic par  l‟approche d‟espace de parité dans les 

défirent système puis une application sur un système discret linéaire dans  le cas dynamique d‟ auto 

redondance et inter redondance  finaliser par une génération des résidus  un  test de simulation sur 

Matlab pour avoir l‟influence des défaut d‟entrée et de  sortie sur les résidus.  

       Dans le dernière  chapitre  on a  étudié   un système complexe moteur a courant continu   avec 

une linéarisation  puis nous avons  calculer la  représentation d‟état discret qui permet de  l‟appliquée  

la méthode de diagnostic par l‟espace de parité  (redondance analytique) pour  la  génération des 

résidus. En fin un test   fait par  la simulation avec  logiciel Matlab pour voir influence des défauts 

sur le différent capteur  

 L‟objectif  final dans notre travaille est de faire un diagnostic stochastique sur un système dans une 

représentation discret, on souhaite bien la continuité  de notre travaille avec la prochaine promotion  

d‟automatique  dans  les   perspective  d‟utilisation de l‟intelligence  artificielle  pour le diagnostic 

des systèmes.  
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